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PREFACE 

The present book includes a set of selected papers from the second “International Conference on Informatics in Control 
Automation and Robotics” (ICINCO 2005), held in Barcelona, Spain, from 14 to 17 September 2005. 

The conference was organized in three simultaneous tracks: “Intelligent Control Systems and Optimization”, “Robotics 
and Automation” and “Systems Modeling, Signal Processing and Control”. 

The book is based on the same structure. 
Although ICINCO 2005 received 386 paper submissions, from more than 50 different countries in all 

continents, only 66 where accepted as full papers. From those, only 25 were selected for inclusion in this book, 
based on the classifications provided by the Program Committee. The selected papers also reflect the 
interdisciplinary nature of the conference. The diversity of topics is an important feature of this conference, 
enabling an overall perception of several important scientific and technological trends. These high quality standards 
will be maintained and reinforced at ICINCO 2006, to be held in Setúbal, Portugal, and in future editions of this 
conference. 

Furthermore, ICINCO 2005 included 6 plenary keynote lectures and 1 tutorial, given by internationally 
recognized researchers. Their presentations represented an important contribution to increasing the overall quality 
of the conference, and are partially included in the first section of the book. We would like to express our 
appreciation to all the invited keynote speakers, namely, in alphabetical order: M. Palaniswami (University of 
Melbourne, Australia), Erik Sandewall (Linköping University, Sweden), Alberto Sanfeliu (Institute of Robotics and 
Industrial Informatics, Technical University of Catalonia, Spain), Paolo Rocchi (IBM, ITS Research and 
Development, Italy), Kevin Warwick (University of Reading, U.K.) and Janan Zaytoon (CReSTIC, URCA, France). 

On behalf of the conference organizing committee, we would like to thank all participants. First of all to the 
authors, whose quality work is the essence of the conference and to the members of the program committee, who 
helped us with their expertise and time. 

As we all know, producing a conference requires the effort of many individuals. We wish to thank all the 
members of our organizing committee, whose work and commitment were invaluable. Special thanks to Bruno 
Encarnação and Vitor Pedrosa. 

Joaquim Filipe 
Jean-Louis Ferrier 
Juan A. Cetto  
Marina Carvalho 
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COMBINING HUMAN & MACHINE BRAINS 
Practical Systems in Information & Control 

Kevin Warwick 
Department of Cybernetics, University of Reading, Reading, RG6 6AY, United Kingdom 

k.warwick@reading.ac.uk   

Keywords: Artificial intelligence, Biological systems, Implant technology, Feedback control. 

Abstract: In this paper a look is taken at how the use of implant technology can be used to either increase the range of 
the abilities of a human and/or diminish the effects of a neural illness, such as Parkinson’s Disease. The key 
element is the need for a clear interface linking the human brain directly with a computer. The area of 
interest here is the use of implant technology, particularly where a connection is made between technology 
and the human brain and/or nervous system. Pilot tests and experimentation are invariably carried out 
apriori to investigate the eventual possibilities before human subjects are themselves involved. Some of the 
more pertinent animal studies are discussed here. The paper goes on to describe human experimentation, in 
particular that carried out by the author himself, which led to him receiving a neural implant which linked 
his nervous system bi-directionally with the internet. With this in place neural signals were transmitted to 
various technological devices to directly control them. In particular, feedback to the brain was obtained 
from the fingertips of a robot hand and ultrasonic (extra) sensory input. A view is taken as to the prospects 
for the future, both in the near term as a therapeutic device and in the long term as a form of enhancement. 

1 INTRODUCTION 

Research is presently being carried out in which 
biological signals of some form are measured, are 
acted upon by some appropriate signal processing 
technique and are then employed either to control a 
device or as an input to some feedback mechanism 
(e.g. Penny et al., 2000). In most cases the signals 
are measured externally to the body, thereby 
imposing errors into the situation due to problems in 
understanding intentions and removing noise – 
partly due to the compound nature of the signals 
being measured. Many problems also arise when 
attempting to translate electrical energy from the 
computer to the electronic signals necessary for 
stimulation within the human body. For example, 
when only external stimulation is employed then it is 
extremely difficult, if not impossible, to select 
unique sensory receptor channels, due to the general 
nature of the stimulation. 

Wearable computer and virtual reality techniques 
provide one route for creating a human-machine 
link. In the last few years items such as shoes and 

glasses have been augmented with microprocessors, 
but perhaps of most interest is research in which a 
miniature computer screen was fitted onto an 
otherwise standard pair of glasses in order to give 
the wearer a remote visual experience in which 
additional information about an external scene could 
be relayed (Mann, 1997). In general though, despite 
being positioned adjacent to the human body, and 
even though indications such as stress and alertness 
can be witnessed, to an extent at least, wearable 
computers and virtual reality systems require 
significant signal conversion to take place in order 
to interface human sensory receptors with 
technology. Of much more interest, especially if 
we are considering a closely coupled combined 
form of operation, is clearly the case in which a 
direct link is formed between technology and the 
nervous system. 

Non-human animal studies are often considered 
to be a pointer for what is likely to be achievable 
with humans in the future. As an example, in 
animal studies the extracted brain of a lamprey was 
used to control the movement of a small wheeled  
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robot to which it was attached (Reger et al., 2000). 
The lamprey exhibits a response to light on the 
surface of water. It tries to align its body with 
respect to the light source. When connected into 
the robot body, this response was made use of by 
surrounding the robot with a ring of lights. As 
different lights were switched on and off, so the 
robot moved around its corral, trying to align itself 
appropriately.  

Meanwhile in studies involving rats, a group of 
rats were taught to pull a lever in order to receive a 
suitable reward. Electrodes were then chronically 
implanted into the rats’ brains such that when each 
rat thought about pulling the lever, but before any 
actual physical movement occurred, so the reward 
was proffered. Over a period of a few days, four of 
the six rats involved in the experiment learned that 
they did not in fact need to initiate any action in 
order to obtain a reward; merely thinking about it 
was sufficient (Chapin, 2004). 

The most ubiquitous sensory neural prosthesis in 
humans is by far the cochlea implant (see Finn and 
LoPresti, 2003 for a good overview). Here the 
destruction of inner ear hair cells and the related 
degeneration of auditory nerve fibres results in 
sensorineural hearing loss. The prosthesis is 
designed to elicit patterns of neural activity via an 
array of electrodes implanted into the patient’s 
cochlea, the result being to mimic the workings of a 
normal ear over a range of frequencies. It is claimed 
that some current devices restore up to 
approximately 80% of normal hearing, although for 
most recipients it is sufficient that they can 
communicate in a pretty respectable way without the 
need for any form of lip reading. The success of 
cochlea implantation is related to the ratio of 
stimulation channels to active sensor channels in a 
fully functioning ear. Recent devices consist of up to 
32 channels, whilst the human ear utilises upwards 
of 30,000 fibres on the auditory nerve. There are 
now reportedly over 10,000 of these prostheses in 
regular operation.   

In the past, studies looking into the integration of 
technology with the human central nervous system 
have varied from merely diagnostic to the 
amelioration of symptoms (e.g. Yu et al., 2001). In 
the last few years some of the most widely reported 
research involving human subjects is that based on 
the development of an artificial retina (Rizzo et al., 
2001). Here small arrays have been successfully 
attached to a functioning optic nerve. With direct 
stimulation of the nerve it has been possible for the, 
otherwise blind, individual recipient to perceive 
simple shapes and letters. The difficulties with 

restoring sight are though several orders of 
magnitude greater than those of the cochlea implant 
simply because the retina contains millions of 
photodetectors that need to be artificially replicated. 
An alternative is to bypass the optic nerve altogether 
and use cortical surface or intracortical stimulation 
to generate phosphenes (Dobelle, 2000). 
Unfortunately progress in this area has been 
hampered by a general lack of understanding of 
brain functionality, hence impressive and short term 
useful results are still awaited. 

Electronic neural stimulation has proved to be 
extremely successful in other areas though, 
including applications such as the treatment of 
Parkinson’s disease symptoms and assistance for 
those who have suffered a stroke. The most relevant 
to this study is possibly he use of a brain implant, 
which enables a brainstem stroke victim to control 
the movement of a cursor on a computer screen 
(Kennedy et al., 2004). Functional magnetic 
resonance imaging of the subject’s brain was 
initially carried out. The subject was asked to think 
about moving his hand and the output of the fMRI 
scanner was used to localise where activity was most 
pronounced. A hollow glass electrode cone 
containing two gold wires (Neurotrophic Electrode) 
was then implanted into the motor cortex, this being 
positioned in the area of maximum-recorded 
activity. 

Subsequently, with the electrode in place, when 
the patient thought about moving his hand, the 
output from the electrode was amplified and 
transmitted by a radio link to a computer where the 
signals were translated into control signals to bring 
about movement of the cursor. Over a period of time 
the subject successfully learnt to move the cursor 
around by thinking about different movements. The 
Neurotrophic Electrode uses tropic factors to 
encourage nerve growth in the brain. During the 
period that the implant was in place, no rejection of 
the implant was observed; indeed the neurons grew 
into the electrode allowing stable long-term 
recordings.  

Sensate prosthetics can also use a neural 
interface, whereby a measure of sensation is 
restored using signals from small tactile 
transducers distributed within an artificial limb. 
These can be employed to stimulate the sensory 
axons remaining in the user’s stump which are 
naturally associated with a sensation. This more 
closely replicates stimuli in the original sensory 
modality, rather than forming a type of feedback 
using neural pathways not normally associated with 
the information being fed back. As a result the user 
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can employ lower level reflexes that exist within 
the Central nervous system, making control of the 
prosthesis more subconscious. 

Functional Electrical Stimulation (FES) can also 
be directed towards motor units to bring about 
muscular excitation, thereby enabling the controlled 
movement of limbs.  FES has been shown to be 
successful for artificial hand grasping and release 
and for standing and walking in quadriplegic and 
paraplegic individuals as well as restoring some 
basic body functions such as bladder and bowel 
control. It must be pointed out though that 
controlling and coordinating concerted muscle 
movements for complex and generic tasks such as 
picking up an arbitrary object is proving to be a 
difficult, if not insurmountable, challenge with this 
method. 

In the cases described in which human subjects 
are involved, the aim on each occasion is to either 
bring about some restorative functions when an 
individual has a physical problem of some kind, e.g. 
they are blind, or conversely it is to give a new 
ability to an individual who has very limited abilities 
of any kind due to a major malfunction in their brain 
or nervous system. In this paper, whilst monitoring 
and taking on board the outputs from such research I 
am however as much concerned with the possibility 
of giving extra capabilities to a human, to enable 
them to achieve a broader range of skills. Essentially 
the goal here is to augment a human with the 
assistance of technology. In particular I wish to 
focus the study on the use of implanted technology 
to achieve a mental upgrade. This of course raises a 
number of ethical and societal questions, but at the 
same time it does open up a wide range of 
commercial opportunities. 

2 AUGMENTATION 

The interface through which a user interacts with 
technology provides a distinct layer of separation 
between what the user wants the machine to do, and 
what it actually does. This separation imposes a 
considerable cognitive load upon the user that is 
directly proportional to the level of difficulty 
experienced by the user. The main issue it appears is 
interfacing human biology with technology. In order 
to fully exploit all human sensory modalities through 
natural sensory receptors, a machine would have to 
exhibit a plethora of relatively complex interfacing 
methods. One solution is to avoid the sensorimotor 

bottleneck altogether by interfacing directly with the 
human nervous system. In doing so it is probably 
worthwhile first of all considering what might be 
gained from such an undertaking, in terms of what 
possibilities exist for human upgrading. 

In the section which follows the research we 
have carried out thus far in upgrading a normal 
human subject will be described. The overall goals 
of the project are driven by the desire to achieve 
improved intellectual abilities for humans, in 
particular considering some of the distinct 
advantages that machine intelligence exhibits, and 
attempting to enable humans to experience some of 
these advantages at least.  

Advantages of machine intelligence are for 
example rapid and highly accurate mathematical 
abilities in terms of number crunching, a high speed, 
almost infinite, internet knowledge base, and 
accurate long term memory. Presently the human 
brain exhibits extremely limited sensing abilities. 
Humans have 5 senses that we know of, whereas 
machines offer a view of the world which includes 
such as infra-red, ultraviolet and ultrasonic signals. 
Humans are also limited in that they can only 
visualise and understand the world around them in 
terms of a 3 dimensional perception, whereas 
computers are quite capable of dealing with 
hundreds of dimensions. 

The human means of communication, getting an 
electro-chemical signal from one brain to another, is 
extremely poor, particularly in terms of speed, 
power and precision, involving conversion both to 
and from mechanical signals, e.g. pressure waves in 
speech communication. When one brain communi-
cates with another there is invariably a high error 
rate due to the serial form of communication com-
bined with the limited agreement on the meaning of 
ideas that is the basis of human language. In 
comparison machines can communicate in parallel, 
around the world with little/no error. Overall there-
fore, connecting a human brain, by means of an 
implant, with a computer network, in the long term 
opens up the distinct advantages of machine 
intelligence to the implanted individual. 

Viewed dverall, connecting a human brain, by 
means of an implant, with a computer network, in the 
long term opens up the distinct advantages of machine 
intelligence to the implanted individual. Clearly even 
the acquisition of only one or two of these abilities 
could be enough to entice many humans to be 
upgraded in this way, and certainly is an extremely 
worthwhile driving force for the research. 
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3 EXPERIMENTATION 

There are two main approaches in the construction 
of peripheral nerve interfaces, namely extraneural 
and intraneural. Extraneural, or cuff electrodes, wrap 
tightly around the nerve fibres, and allow a 
recording of the sum of the signals occurring within 
the fibres, (referred to as the Compound Action 
Potential), in a large region of the nerve trunk, or by 
a form of crudely selective neural stimulation. 

A more useful nerve interface is one in which 
highly selective recording and stimulation of distinct 
neural signals is enabled, and this characteristic is 
more suited to intraneural electrodes. Certain types 
of MicroElectrode Arrays (MEAs) (shown in Figure 
1) contain multiple electrodes which become 
distributed within the fascicle of the mixed 
peripheral nerve when inserted into the nerve fibres 
en block. This provides direct access to nerve fibres 
and allows for a bidirectional multichannel nerve 
interface. The implant experiment described here 
employed just such a MEA, implanted, during a 2 
hour neurosurgical operation, in the median nerve 
fibres of my left arm, acting as a volunteer. There 
was no medical need for this other than in terms of 
the investigative experimentation that it was wished 
to carry out. 
 

 
Figure 1: A 100 electrode, 4X4mm MicroElectrode Array, 
shown on a UK 1 pence piece for scale. 

Applications for implanted neural prostheses are 
increasing, especially now that technology has 
reached a stage that reliable and efficient microscale 
interfaces can be brought about. In our experiment 
we were working hand in hand with the Radcliffe 
Infirmary, Oxford and the National Spinal Injuries 
Centre at Stoke Manderville Hospital, Aylesbury, 

UK – part of the aim of the experiments being to 
assess the usefulness of such an implant, in aiding 
someone with a spinal injury. 

In passing, it is worthwhile pointing out that 
there are other types of MicroElectrode Arrays that 
can be used for interfacing between the nervous 
system and technology. For example etched 
electrode arrays, of which there is quite a variety, 
actually sit on the outside of the nerve fibres. These 
are, in essence, similar in operation to cuff 
electrodes which are crimped around the nerve fibres 
via a surrounding band. The signals obtained are 
similar to those obtainable via a cuff electrode, i.e. 
compound signals only can be retrieved, and hence 
for our purposes this type of array was not selected. 
To be clear, the type of Microelectrode array 
employed in the studies described here consists of an 
array of spiked electrodes that are inserted into the 
nerve fibres, rather than being sited adjacent to or in 
the vicinity of the fibres. 

Stimulation current allowed information to be 
sent onto the nervous system, while control signals 
could be decoded from neural activity in the region 
of the electrodes.(Further details of the implant, 
techniques involved and experiments can be found 
in Warwick et al., 2003; and Gasson et al., 2005). 
With the movement of a finger, neural signals were 

 

 
Figure 2: Intelligent anthropomorphic hand prosthesis. 

transmitted to a computer and out to a robot hand 
(Figure 2). Signals from sensors on the robot hand’ s 
fingertips were transmitted back onto the nervous 
system. Whilst wearing a blindfold, in tests the 
author was not only able to move the robot hand, 
with my own neural signals, but also I could discern 
to a high accuracy, how much force the robot hand 
was applying. 
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Figure 3: Voltage profile during one bi-phasic stimulation pulse cycle with a constant current of 80µA. 

This experiment was also carried out via the 
internet with KW in Columbia University, New 
York City, and with the hand in Reading University, 
in the UK (Warwick et al., 2004). When the nervous 
system of a human is linked directly with the 
internet, this effectively becomes an extension of 
their nervous system. To all intents and purposes the 
body of that individual does not stop as is usual with 
the human body, but rather extends as far as the 
internet takes it. In our case, a human brain was able 
to directly control a robot hand on a different 
continent, obtaining feedback from the hand via the 
same route. 

Extra sensory input (signals from ultrasonic 
sensors), was investigated as part of the 
experimentation. The author was able to obtain an 
accurate sense of how far objects were away, even 
whilst wearing a blindfold (Warwick et al., 2005). 
The results open up the possibility of senses of 
different types, for example infra-red or X-Ray also 
being fed onto the human nervous system and thus 
into the human brain. What is clear from our one off 
trial is that it is quite possible for the human brain to 
cope with new sensations of this type. To be clear on 
this point, it took almost 6 weeks to train the brain to 
recognise signals of the type shown in Figure 3 
being injected onto the nervous system. When the 
ultrasonic input experiment was subsequently 

attempted, this was successful after only a few 
minutes of testing. 

The final part of our experimentation occurred 
when the author’s wife also had electrodes 
positioned directly into her nervous system. Neural 
signals were transmitted between the two nervous 
systems to realise a form of radiotelegraphic 
communication. The next step in this research is 
undoubtedly to bring about the same sort of 
communication between two individuals whose 
brains are both networked in the same way 
(Warwick et al., 2004). 

4 CONCLUSIONS 

The interaction of electronic signals with the human 
brain can cause the brain to operate in a distinctly 
different way. Such is the situation with the 
stimulator implants that are successfully used to 
counteract, purely electronically, the tremor effects 
associated with Parkinson’s disease. Such 
technology can also be employed to enhance the 
normal functioning of the human brain. When we 
compare the capabilities of machines with those of 
humans there are obvious differences, this is true 
both in physical and mental terms. As far as 
intelligence is concerned, it is apparent that machine 
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intelligence has a variety of advantages over human 
intelligence. These advantages then become ways in 
which a human can be intellectually augmented, 
providing motivation and reasoning for making the 
link in the first place. The experiments described 
here present a glimpse into what might be possible 
in the future. 

By linking the mental functioning of a human 
and a machine network, a hybrid identity is created. 
When the human nervous system is connected 
directly with technology, this not only affects the 
nature of an individual’s (if they can still be so 
called) identity, raising questions as to a new 
meaning for ‘I’, but also it raises serious questions 
as to that individual’s autonomy. Who are you if 
your brain/nervous system is part human part 
machine? 
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Abstract: Information technology, robotics, automatic control and other leading sectors deal with redundant 
components that pursue very different scopes: they improve the reliability, they perfect the behavior of an 
actuator, they make a message more intelligible, they get more secure telecommunication infrastructures 
etc. These disparate functions entail the calculus of parameters that appear rather heterogeneous and 
inconsistent from the mathematical viewpoint. Software developers frequently compare and balance 
redundant solutions and need for converging calculation methods. This paper puts forward a definition of 
redundancy, which aims at unifying the various measurements in use. The present proposal enhances also 
the progress toward the exhaustive understanding of the redundancy due to the discussion of its logical 
significance. 

1 WIDE ASSORTMENT  
OF MATHEMATICAL 
EXPRESSIONS 

People commonly take a long-winded speech as a 
redundant piece and double components reinforce a 
building. Since the antiquity the information 
technology and civil engineering set up redundant 
solutions from two separated and distinct 
perspectives. Nowadays redundancy infiltrates 
several leading edge technologies; I quote randomly: 
transports, weapons, telecommunications, infor-
matics, nuclear plants, robotics, automatic processes, 
survey devices, man-machine systems. Those broad 
usages enlarge the set of heterogeneous measure-
ments and prevent our understanding of redundant 
phenomena. I briefly comment some of them. 

1.1 Reliability Theory 

The duplication of parts enhances the reliability of a 
system (Ramakumar, 1993). Let P the probability of 
failure for one device, the probability Pn of altering n 
parallel devices diminishes according this law 

 
Pn = P n   P                        (1.1) 

Authors usually introduce the degree of 
redundancy as intuitive  

 
rS = n                               (1.2) 

1.2 Networking 

A mesh has the possibility in responding to a 
knockout by means of the use of alternative routes. 
The ability of a network to maintain or restore an 
acceptable level of performance during a failure 
relies on redundancy, which has been defined as the 
average number of spanning trees (ANSI, 1993) 

T
N

v

nr
n

=                            (1.3) 

Where nv are the vertices and nT counts the 
spamming trees in the graph.  

1.3 Robotics 

In robotics for a given manipulator’s vector of 
values q and a given representation of motion x , a 
corresponding manipulator Jacobian J(q) exists such 
that 

 
( )x J q q=                         (1.4) 
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When the dimension of the task space nx , to wit the 
dimension of x , is less than the dimension nq of 
vector q, the expression (1.4) has infinite solutions 
and the manipulator is kinematically redundant 
(Lewis, et al., 1993). In this case the redundancy 
seems to be  

rB = (nq – nx)                       (1.5) 

1.4 Information Theory 

Claude Shannon establishes the definitive relations 
for efficient transmission through the entropy 
(Shannon, 1948). He provides a verbal definition of 
redundancy that we translate in the following form  

 

1
*H

Hr
H

= −                          (1.6) 

 
Where H* is the maximum entropy, and H the actual 
entropy.  

The redundancy causes the increase of 
unnecessary volumes in information and com-
munication technology (ICT), hence it has been 
empirically introduced the redundancy factor rC 
(Dally, 1998) which relates the length of the code in 
use with respect to the length of the optimal encoding 

  

         
*C

Lr
L

=                              (1.7) 

1.5 Summary 

The quantities rS , rN , rB , rH and rC do not 
coincide, moreover some phenomena show diverging 
features: 
 
A) The redundancy causes the repetition of 

components in a machine, whereas a redundant 
codeword appears inflated with respect to the 
optimal code. 

B) The measurements pertinent to the same class of 
objects are inconsistent such as rH  and rC.  

C) The redundancy reinforces the reliability of a 
classical machine instead it makes more 
sophisticated the behavior of a robot. 

D) Engineers exploit the passive redundancy for 
dynamical systems, which instead seems 
ignored in the informational realm. 

 
These heterogeneities contrast with some facts that 
instead bring evidence of the general coverage of 
redundancy: 

E) Natural sciences and engineering deal with similar 
forms of redundancy (Puchkovsky, 1999). 

F) Redundant information and redundant equipment 
may fulfil the same duty (e.g. the transmitter 
resends the signal, or the coding handles double-
length messages for secure transmission).  

G) Redundancy regards the whole system (e.g. a 
machine, a language), and even the parts (e.g. 
the circuits, the codewords).  

H) Different forms of redundancy are to be 
balanced in some software applications e.g. in 
fault-tolerant systems. Engineers confront 
various redundant resources in the design of 
robots, networks, and complex appliances.  

 
Disparate theoretical constructions cause duplicated 
operations and loss of times on the part of 
technicians and managers. The arguments from E to 
H encourage the unified study of redundancy and 
authors are searching for the essential key. Shannon 
has defined a convincing theoretical framework for 
redundancy, and some authors generalize his 
perspective. They basically apply rH  in different 
territories (Jun Yang and Gupta, 2000) or otherwise 
tend to extend the interpretation of the entropy H 
(Szpankowski and Drmotu, 2002). These studies 
although have not produced convincing outcomes, 
so I moved along a different direction.  

This new approach needs to be illustrated 
through the following introductory section. 

2 PRELIMINARIES 

Redundancy deals with a large variety of resources 
thus the first problem is to determine the argument 
of this measurement. I plan to unify machines and 
information in point of mathematics before 
searching for the comprehensive definition of 
redundancy.  

I assume that the module is the algebraic entity 
ε that performs the function μ, the system S is a set 
of pairs  
 

S = {ε,μ}                           (2.1) 
 
I have to show how this expression, which normally 
applies to dynamical organizations and operations, 
can calculate information. 
The complete nature of information is still a vexed 
argument, but authors find a convergence in the first 
stages of the theory (Saussure, 1971). They agree 
with the following ideas: 
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- An item of information is a physical and 
distinguishable entity. 

- An item of information symbolizes something. 
 
I translate these ideas into the mathematical 
language:  
 
Definition 2.1: An item of information is the entity 
ε which differs from a close entity ε* 
 

ε  γ ε*                            (2.2) 
 

E.g. The ink word “Madrid” is information as it is 
distinct from the white paper ε* where ε is written. 
When the contrast lightens, (2.2) is not true and 
information vanishes. Shannon calculates the 
entropy of m symbols 
 

log ( )
m

i B i
i

H k P P= − ∑             (2.3) 

Thus (2.2) specifies they are to be distinct. In 
particular if ε and ε* are huge entities, we can do but 
appreciate (2.2) by qualitative methods. Instead 
Definition 2.1 yields quantitative measurements for 
tiny pieces of information. For ease, when ε and ε* 
are point in the metric space, from (2.2) we get 
 

Δε = ε – ε* γ 0                        (2.4) 
 
This means that two bits must be distant even if 
noise and attenuation get them close. If ε and ε* are 
binary codewords, we quantify the diversity by 
means of the distance d which is the number of 
different corresponding bits and Hamming’s 
distance is the minimal d for a code. As Definition 
2.1 applies to both complex and simple 
informational items, it scales to the problem G.  

Boundless literature shares the idea that 
information stands for something (Nöth, 1990), namely 
ε  ‘symbolizes’ the object η. Some semioticians call ε  
‘information carrier’ that is to say the piece ε ‘bears the 
content’ η.  The verbs ‘symbolizes’, ‘bears the 
content’, ‘stands for’ illustrate the work μ accomp-
lished by ε and yields this statement:  

Definition 2.2:  The item of information ε  executes 
the representative function μ  

 
ε                                        η 

μ
                                 (2.5) 

 

E.g. The word “Madrid” stands for the large town 
η; and μ is the job carried on by the piece of ink 
written over the present page.   

In conclusion, the structure (2.1) unifies machines 
and information in point of mathematics. It provides 
the necessary basis for the logical integration of the 
various interpretations of redundancy. 

3 REDUNDANT IS ABUNDANT 

The term ‘redundancy’ comes from the Latin verb 
‘redundare’ that means ‘to overflow’ and stands for 
something abundant and repetitive. In accordance to 
this popular idea, the number of surplus modules 
that accomplish the same job quantifies the 
redundancy.  

3.1 One-function Systems 

First I assume the system S is equipped with n 
modules that accomplish one operation. 
 
Definition 3.1: The redundancy r of S equals to the 
excess of the components capable of executing μ 

 
r  = n – 1                           (3.1) 

 
This definition consists with the degree of 
redundancy rS up to the unit. It fits even with (1.3) 
because all the edges in a graph do the same job 
μ and rN  expresses the relative redundancy with 
respect to the potential spamming trees that nv 
vertices can link. Eqn. (3.1) quantifies the 
redundancy of informational structures thanks to the 
semantic function (2.5). Duplicated messages make 
a redundant communication when all of them 
convey the same content. For example, a highway 
ends with a semaphore with six triplets of lights. The 
redundancy of these signals makes more secure their 
detection 

Sf = {(ε1, μ), (ε2, μ), (ε3, μ), (ε4, μ), (ε5, μ), (ε6, μ)} 
 

rf  = 6  –  1 = 5                        (3.2) 
  

If we calculate the redundancy of the hardware units 
eqn. (3.1) gives a result symmetrical to (3.2). This 
means that r leads to identical conclusions both from 
the hardware viewpoint and from the software 
perspective. 
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3.2 Multiple-functions Systems  

I assume the system performs m functions. As 
redundancy means abundance, I derive the following 
definition from (3.1). 
 
Definition 3.2: The summation of partial 
redundancies yields the redundancy r of S capable of 
executing μ1, μ2, ..., μm 

 

1 1
( 1)

m m

i i i i ir r n n m= = − = −∑ ∑         (3.3) 

 
Where ni counts the modules carrying on the same 
process μ i. The variable r is null if the modules are 
just enough. The negative redundancy tells the 
system is deficient.  

Definition 3.2 matches with the kinematic 
redundancy (1.5). E.g. we obtain the redundancy of 
a robot subtracting the essential degrees of freedom 
m from the factual degrees of freedom n.  

Definitions 3.1 and 3.2 specify how redundancy 
is abundance, namely the notion of surplus is 
independent from the duties fulfilled. Hence 
redundancy may enhance the reliability or overload 
transmissions, it makes a movement more sophis-
ticate or perfect the detection etc. The coverage of r 
crosses different provinces and we are able to 
discuss its drawbacks and advantages. 

The calculus of r is easy in some fields. E.g. 
technicians reduce the redundancy of a relational 
database through the normalization rules that are 
mechanical. In other sectors the determination of n 
and m opposes difficulties. For instance, various 
indices, such as flexibility (Lenarcic, 1999), 
manipulability (Doty et al., 1995), isotropy etc. 
specify the performances of redundant manipulators. 
Engineers detect the redundancy of expert systems 
with special techniques (Suwa et al., 1982). 
Sometimes the determination of m and n requires 
subtle analysis. Take for example the ten-bits 
codeword 0001110101 and the parity bit 1 for check. 
The system 0001110101-1 includes two modules. 
The latter tells the bits 1 of the previous module are 
odd. The former conveys the decimal value 117, 
moreover it tells the ones are odd. We conclude the 
module ε1=0001110101 executes two semantic 
functions namely Sw = {(ε1,  μ 1), (ε1,  μ 2), (ε2,  μ 2)}. 
Both ε1 and ε2 tell the ones of ε1 are odd and the 
receiver is capable of detecting errors thanks to this 
positive redundancy  
 

rw  = 3  –  2 = 1                       (3.4) 

When information is complex, such as texts, pictures 
etc., the definition of the contents η1,  η2, ...,  ηm is 
requisite for the definition of the semantic functions, 
and complicates (Klemettinen et al., 1994). In parti-
cular if two or more contents intersect 

  
ηj 3 ηk γ ⇔               jγ k    (3.5) 

 
Conventional tactics are to be adopted to count m. 

4 REDUNDANCY IN DIGITAL 
TECHNIQUES 

Probably the most intricate questions arise in the 
software field, due to the variety of redundant forms 
which a sole application holds. 

4.1 Spare Modules 

A redundant machine becomes expensive when 
parallel devices are contemporary running, since 
they absorb energy and resources. Engineers 
implement a passive redundant solution by means of 
stand-by components. They prompt m modules 
(m<n) while the remaining devices (n - m) are ready 
to start in case of failure. These are still available but 
operate on-demand (Fiorini et al., 1997). 
We can study this same method in ICT thanks to the 
generality of Definition 3.2. For the sake of 
simplicity, let the system S consist of n codewords 
with fixed length L and base B 

 ( )Ln B m= >                         (4.1) 

I select m codewords of S to signify the objects 
η1, η2, ..., ηm = {η}, while the remaining codewords 
are unused. This means that (n - m) modules of S 
could represent objects but lie at disposal for future 
implementations, namely they are on stand-by and 
constitute a case of passive redundancy in the 
information field. In fact Definition 3.2 specifies 
how the reserve codewords make S redundant.  

  
r = (n – m) > 0                     (4.2) 

 
As an example, engineers want to control the ten-
bits code with a parity check bit. They make 211 
codewords in all but use only 1024 items to 
symbolize letters, characters and figures. This 
encoding is redundant 

 
ra = 2048 – 1024 = 1024 > 0         (4.3) 
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Note how the redundancy rw of the single word (3.4) 
does not coincide with the redundancy ra of the code 
(4.3). In other terms, one coding encompasses two 
different forms of redundancy.  

4.2 Minimal Length 

Let the minimal coding S* have m codewords with 
fixed length L*, just enough to represent the items 
{η}. I make explicit n and m in (4.2)  
 

( )* 0L Lr B B= − >                  (4.4) 

 
The base B is larger than the unit, hence (4.4) is true 
iff L exceeds the minimal length  
  

r  > 0  ω  (L  – L*) > 0                       
 B μ 2       (4.5) 

 
The redundancy generates words longer than 
necessary and (4.5) brings the proof. The present 
theory agrees with the idea of Shannon that a 
redundant message exceeds the volume just 
sufficient to convey its contents. Expression (4.5) 
suggests appreciating the redundancy caused by 
spared codewords by means of the difference 
between the lengths  

  
rL  = L – L*                         (4.6) 

 
 I make explicit the minimal length  
 

L*   =  log B m                      (4.7) 
 
I put (4.7) into (1.7) and calculate L with the 
symmetric formula 
 

log log
* log

B
C m

B

nLr n
L m

= = =            (4.8) 

 
This means that rC expresses the relative increase of 
length and rL tells the absolute extension. Both of 
them logically consist with (3.3) as they depend on 
the same variables. The base B and the set {η} are 
usually given in the professional practice, hence the 
calculus of L*  is critical for engineers. They need 
the accurate value  because equation (4.7) neglects 
the statistical effect, namely it presumes the 
codewords are equiprobable 
 

 Pi  = 1 / m       i = 1, 2,.. m             (4.9) 

Shannon who quantifies the uncertainty of a source 
of signals through the entropy, has found the 
complete calculus for the minimal encoding. The 
following quantity provides the average number of 
symbols LH* necessary and sufficient to encode m 
given codewords  

*log ( )
m

i B i H
i

H k P P L= − =∑  

 k > 0      (4.10) 
 

If (4.9) is true, the entropy reaches the maximum 
and equals to (4.7)  
 

*

*

1/ log (1/ )

1/ log ( ) log

m
B

i
m

B B
i

H m m

m m m L

= − =

= = =

∑

∑
 

                     (4.11) 
 
In other terms, L* is the correct value when we 
neglect the probabilistic distribution of symbols, 
while LH* provides the correct length of the minimal 
coding through the appropriate probabilities 
 

LH*  [  L*                        (4.12) 
 

The relative increase of length due to the omission 
of the probabilistic distribution coincides with the 
Shannon redundancy. 
 

 * * * 1
* * *

H
H

L L H H H r
L H H
− −

= = − =     (4.13) 

In short, rH  is a distinguished measurement of 
redundancy that consists with the criterion (4.5). The 
present theory suits with the calculations of Shannon 
and the entropy function is the essential cornerstone 
for this calculus. Although H grounds over several 
constraints that bring evidence how the Shannon 
redundancy is special and covers a restrict area. 

5 CONCLUSIONS 

Leading researches show how redundancy has 
effects on multiple directions. Different equations 
calculate the data redundancy, the actuator redun-
dancy, the analytical redundancy, the communication 
redundancy, the biological redundancy, the 
compression redundancy, the sensors redundancy 
etc. This large variety obstructs the easy management 
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of software projects and the compare of solutions. 
The present paper tries to bridge this gap by means 
of the notion of abundance, which provides the lens 
for interpreting redundancies in distant environments 
and for establishing odd scopes.  
 I put forward two ensembles of formal expressions.  
 
• The former part (see Section 2) unifies 

machines, biosystems and information, in such 
a way they answer the points E, F, G and H. 

• The latter (see Sections 3 and 4) derive the 
parameters rS , rN , rB , rH, rL and rC  from a 
unique definition. This approach clarifies the 
questions A, B, C, D.  

 
I highlight Sections 4.1 and 4.2 as they bring 
evidence that: 
 
• Passive redundancy works also in the 

information territory. 
• Shannon’s redundancy obeys to several 

constraints and has a specialistic coverage.  
 
I believe that the reunification of the redundancy 
calculus makes easier the jobs on the practical plane 
and enhance our comprehension on the intellectual 
plane.  

These findings make a part in within a broader  
Klemettinen et al., 1994) and this is the last feature 

written down here. 

 
 

study (
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Abstract: This paper presents an overview of hybrid systems and their verification. Verification techniques are usually 
based on calculation of the reachable state space of a hybrid automaton representing the system under study. 
Decidability issues related to the verification algorithms require the use of approximation and abstraction 
techniques. In particular, discrete abstraction of hybrid systems and over-approximation techniques to 
accelerate the convergence of the reachability-based algorithms are emphasized. 

1 INTRODUCTION 

1.1 Overview of Hybrid Systems 

The development of systematic methods for efficient 
and realiable realisation of hybrid systems is a key 
issue in industrial information and control 
technology and is therefore currently of high interest 
in many application domains. The engineering 
methods for hybrid systems should deal with issues 
related to modelling, specification, analysis, 
verification, control synthesis, and implementation.  

Automation systems usually consist of con-
tinuous, sampled-data and discrete-event dynamic 
subsystems: the plant dynamics (for the most part) 
are continuous and can be described by (partial) 
differential equations or differential-algebraic 
systems, control algorithms are implemented as 
sampled-data systems or (formerly) by electronic or 
pneumatic devices with continuous dynamics, and 
discrete measurements, alarms, failure signals, on-
off valves or electronic switches are processed or 
triggered by logic programs (or hardware) with 
memories, i.e. discrete-event dynamic systems. 
Although the discrete-event elements of automation 
systems have been present for decades, and in an 
industrial automation system usually account for 
the dominating part of the application code, this 
fact has not been reflected in the scientific litera-
ture until about 20 years ago. The pioneering work 
of Ramadge and Wonham drew the scientific 

attention to the area of discrete controls, an area that 
had been – and still is in industrial practice – 
untouched by theoretical efforts similar to those 
devoted to the analysis and synthesis of continuous 
controls. In the last 15 years, hybrid dynamic 
systems in which discrete-event and continuous 
dynamics interact closely have been a key area of 
scientific investigation in automation and control.  

Hybrid systems theory is not only a vibrant and 
growing area of scientific research but it has also 
generated results and techniques which can be 
applied successfully to real-world problems and 
help to develop control and automation systems in 
a more systematic and less failure-prone fashion 
(Engell et al., 2004). The area of hybrid systems 
research can be structured into the areas of 
modelling and simulation, verification, and synthesis 
or design. 

Modelling and simulation on the one hand side is 
concerned with the faithful representation and user-
friendly (i.e. modular and partly graphical) 
modelling of complex continuous-discrete systems 
as they arise in real applications. Significant 
progress has been made in the effort to develop 
unified modelling frameworks for integrating the 
theories of Discrete Event and Hybrid Systems. 
Specifically, extending the classical setting of state 
automaton used in Discrete Event Systems, hybrid 
automata have gained popularity in dealing with 
hybrid systems. However, there are still many 
alternative models proposed. Perhaps, the simplest 
class of Hybrid Systems models is that of linear 
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switched systems. Such systems have been the focus 
of research work originating both from the classical 
control theory community which views them as 
standard linear systems with occasional changes in 
the model parameters, as well as from the Discrete 
Event Systems community which views them as 
hybrid automata.  

Verification of hybrid systems means the rigorous 
proof that a model of the system under consideration 
satisfies certain properties, e.g. that it never gets into 
an unwanted (dangerous) state or that the system does 
not get stuck in some state or a set of states. 

In recent years, the issue of control synthesis and 
optimal control design for hybrid systems has been 
investigated increasingly as an alterative to 
verification after a “manual” design. A recent trend 
in the analysis of hybrid systems is an effort to 
design continuous signal to finite symbol mappings. 
This leads to symbolic descriptions and methods for 
system control, including coding in finite-bandwidth 
control applications and applying formal language 
theory to continuous system domain. 

A major driving force behind recent developments 
in Hybrid Systems is the complexity of these systems. 
Therefore, ongoing work has been geared towards 
understanding complexity and overcoming it through 
a variety of approaches. Related to this development 
is a trend towards using quantization in control or 
using receding horizon concepts dealing with control 
problems in hybrid systems. 

Despite all these developments, practical tools 
for designing and analysing hybrid systems are still 
lacking. Several efforts along these lines are 
ongoing, including the development of simulation 
tools for hybrid systems. 

Emerging technologies are inevitably the drives 
for many of the activities in the Hybrid Systems 
area. Whereas manufacturing was one of the 
prevalent application areas in the 1980s and 1990s, 
communication networks and computer systems now 
provide a much broader and rapidly evolving 
playground for hybrid system researchers. 
Embedded systems and sensor networks are the 
latest developments that will foster the long 
anticipated convergence of communications, 
computing and control. 

1.2 Structure of the Paper 

The aim of this lecture is to present a state-of-the-art 
related to the verification of hybrid systems. 
Analysis and verification techniques are usually 
based on the calculation of the reachable state space 
of a hybrid automaton representing the system under 

study. Decidability issues concerning the verifi-
cation algorithms require the use of approximation 
and abstraction techniques to accelerate the con-
vergence of the analysis methods. 

The verification approaches, presented in Section 
2.1, require the use of a hybrid model of the system 
to be verified. Although different modelling 
formalisms, such as MLD (Bemporad and Morari, 
1999), have been proposed in the literature, hybrid 
automata, which are presented in Section 2.2, are the 
most commonly used formalism for the specification 
and verification of hybrid systems. The problem that 
underlies safety verification for hybrid automata is 
reachability: can an unsafe state be reached from an 
initial state by running the system? In practice, many 
verification problems can be posed naturally as 
reachability problems. The traditional approach to 
reachability attempts to compute the set of reachable 
states iteratively using symbolic model checking. 
This computation can be automated and is 
guaranteed to converge in some special cases (Alur 
et al., 1995) for which the reachability problem is 
decidable. In general, however, this approach may 
not be automated, or may not converge. Therefore, 
one of the main issues in algorithmic analysis of 
hybrid systems is decidability, because it guarantees 
that the analysis will terminate in a finite number of 
steps. Issues related to linear hybrid automata, 
reachability analysis and decidability results are 
presented in Section 3. Henzinger et al. (1995a) 
showed that checking reachability for a very simple 
class of two-slop hybrid automata is undecidable. 
Therefore, other approaches to the reachability 
problem have been pursued. The most common of 
these approaches are based on abstracting the 
hybrid system with a discrete-event- based model 
for the purpose of analysis (Section 4). To 
overcome the termination problem, over-
approximation analysis techniques, which are 
discussed in Section 5, are also used to enforce 
convergence of the iterations by computing upper 
approximations of the state space. 

2 VERIFICATION OF HYBRID 
SYSTEMS 

2.1 Verification 

There are two major approaches to the verification 
of hybrid systems. In the first, the verification is 
directly related to the model of the hybrid system; in 
the second, the hybrid model is first transformed into 
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a discrete-event model to be explored by the 
verification algorithm. Traditionally, three types of 
property can be analysed: (i) safety properties that 
express the non-authorized configurations to be 
avoided in all the possible evolutions of the system, 
(ii) liveness properties that describe the possibility or 
the eventuality of some required system evolutions, 
and (iii) timeliness properties that express the 
constraints on the minimum and/or maximum times 
separating some characteristic events or evolutions. 

In the first verification approach, related to the 
model of the hybrid system, the safety properties are 
particularly emphasized. These properties are 
specified in terms of hybrid regions (hybrid state 
space) that the system should avoid or remain in. 
Such an expression can be formulated either directly 
(for example, when a continuous-state variable 
should never cross a given threshold value) or by an 
observer—i.e., an automaton (to be composed with 
the model for verification without modifying the 
system behaviour) that evolves towards a particular 
state according to the satisfaction, or non-
satisfaction, of the property (Halbwachs, 1993). 
Timeliness properties can also be expressed for 
hybrid systems using “forbidden-state observers”, as 
time is represented implicitly in these systems. 
Conversely, liveness properties cannot easily be 
expressed in terms of forbidden states if they express 
the eventuality of occurrence. Only liveness 
properties related to the possibility of occurrence of 
a required event at a given time can be expressed in 
terms of a forbidden state. 

The other approach related to verification 
consists of substituting the hybrid model with a 
discrete-event model. In this case, the classical 
verification algorithms of state machines can be 
used, such as those developed by Clarke et al. 
(2000). The hybrid aspect of these approaches 
consists of translating the hybrid model into a 
discrete-event model that is suitable for verification, 
that is, such that the conclusions of the verifications 
of the discrete-event system are valid relative to the 
properties of the original hybrid system. An ideal 
situation would be one in which each and every 
evolution of the discrete-event model corresponded 
to an evolution of the hybrid model, and vice versa 
(bi-similarity); in this case, any property that was 
valid relative to the discrete-event system would also 
be valid with respect to the hybrid system. 
Unfortunately, in general this goal is elusive, and the 
commonly used technique consists of determining a 
discrete-event model that is an abstraction of the 
hybrid model—i.e., one in which each and every 
evolution of the hybrid model corresponds to an 

evolution of the discrete-event model but the inverse 
is not necessary. The verification of a property 
characterizing all the evolutions of the discrete-event 
model guarantees satisfaction of the equivalent 
property relative to the hybrid model. The properties 
that can be verified using these approaches are the 
same as those that can be verified directly with 
respect to the hybrid model. 

2.2 Hybrid Automata 

Hybrid automata are finite automata enriched with a 
finite state of real-valued variables. In each location, 
the variables evolve continuously according to 
different flow fields, as long as the location’s 
invariant remains true; then, when a transition guard 
becomes true, the control may proceed to another 
location and reset some of the variables to new 
values according to the Jump function of the 
transition. A hybrid automaton (Alur et al., 1995) is 
given by ( )00 ,,,,,,, xqFInvAXQH Σ= , where: 
 
– Q is the set of locations including the initial 

location, q0; 
– X⊂ nℜ  is the continuous-state space and x0 is the 

initial continuous state; 
– Σ is the set of events; 
– A is the set of transitions given by the 5-uple (q, 

guard, σ, Jump, q’), where q and q’ represent 
the upstream and the downstream locations of 
the transition respectively, guard is a condition 
given in terms of the continuous-state vector, σ 
is an event, and Jump is a function that resets 
some of the variables to new values when the 
transition is taken; 

– Inv is an invariant that assigns a domain of the 
continuous-state space to each location; 

– F assigns to each location a flow field, which is 
usually given in terms of a differential equation 
but can also take imperative or less explicit 
forms, such as differential inclusions. 

 
The state of a hybrid automaton is given by the 
couple ( )x,q , which associates a location with the 
value of the continuous-state vector. This state can 
advance: 

–  either by the progression of time in the current 
location, which results in a continuous evolution 
of the continuous-state vector according to the 
corresponding flow field, F; 

–  or by an instantaneous transition that proceeds to 
a new location and changes the value of the 

Hybrid Dynamic Systems 



 20

continuous state according to the Jump function 
of the transition. Such a transition can be taken 
when the continuous state satisfies the guard and 
provided that the resulting state vector (through 
the application of the Jump function) satisfies the 
invariant of the downstream location. 

 
Complex systems can be modelled in a modular 
fashion by using a number of parallel automata that 
can be composed to produce the global model of the 
system. However, modelling with hybrid automata is 
not always an easy task because the semantics 
associated to this formalism is behaviour-analysis 
oriented (Guéguen et al., 2001). A number of 
approaches have therefore been proposed to generate 
hybrid automata starting from other modelling 
formalisms that are more suitable for control 
engineers (Stursberg et al., 1998), (Guillemaud and 
Guéguen, 1999). 

3 HYBRID REACHABILITY 

A region for a hybrid automaton is a pair (q, P), 
where q is a location and P is a linear predicate on 
the continuous-state vector. A state (q, x) is included 
in the region (q, P), if x satisfies P—that is, if by 
replacing each variable in P with its value given by 
x, one obtains a true statement. The reachability 
problem for hybrid automata is: given hybrid 
automaton H, and a set P of regions, is there a 
reachable state of H that is contained in some region 
in P? The reachability problem can be used to verify 
safety properties. For example, if the predicate P 
represents a “good” set of states in which the system 
should always stay (i.e., a desirable invariant of the 
hybrid system), then the hybrid automata satisfies 
this set if and only if all the states of the hybrid 
automata that can be reached starting from the initial 
region belong to P. Equivalently, the complementary 
predicate B = Pc is a “bad” set of states that the 
system should avoid. Symbolic model checking 
techniques (Alur et al., 1995), (Henzinger et al., 
1995a) can be used to compute automatically the 
reachable state space of a hybrid system. These 
techniques are based on verification algorithms that 
perform reachability analysis to check whether 
trajectories of the hybrid system can reach certain 
undesirable regions of the state space. When such 
computational algorithms are applied to systems 
with infinite state spaces, they are in danger of never 
terminating. This makes the issue of decidability, 
which guarantees termination of the algorithm, very 
important. 

3.1 Hybrid Reachability Calculus  

Consider a hybrid automaton for which it is required 
to determine the set of reachable states, starting from 
a region characterized by the active location, q∈Q, 
and the state space I that includes the current 
continuous state. As explained above the possible 
runs of the hybrid automaton are given as a 
succession of continuous transitions and discrete 
transitions. The calculation of the reachable state 
space, is based on this succession and can be 
summarized as follows. 

Starting from a region (q, I): 
 
–  calculate the intersection of the invariant of q, 

Inv(q), with the expansion of I at q—i.e., the set 
of states that can be reached from each state in I 
by applying the flow fields F(q); the state space 
resulting from this intersection is given by I’; 

–  determine Post(q, I’) by iterating the following 
calculations for each downstream transition of q: 
(i) calculate I1, by intersecting I’ with the set 

defined by the guard of the considered 
transition; 

(ii) calculate the image I2 of I1 by applying the 
Jump function of the transition; 

(iii) calculate I3, by intersecting I2 with the 
invariant of location q’, Inv(q’), where q’ is 
the upstream location of the considered 
transition; 

(iv) calculate I4, by intersecting the extension of 
I3 at q’ with the invariant of location q’, 
Inv(q’); 

–  the resulting set of regions (q’,I4) is then added to 
the reachable space, and the previous step is 
reiterated to calculate Post(q’, I4). 

 
These calculations are reiterated until conver-
gence —i.e., until a step is reached where the set 
of reachable regions does not evolve. To illustrate 
this calculation, consider the example of the 
hybrid automaton of Figure 1, which models a 
water-level controller that opens and shuts the 
outflow of a water tank. The variable x represents 
a clock of the water-level controller and the vari-
able y represents the water level in the tank. Because 
the clock x measures time, the first derivative of x  
 

 [x=3], x:=0 open 
dx/dt=1, dy/dt=-2

[y≥0] 
[y=0] 

shut 
dx/dt=1, dy/dt=1 

[x≤3] 

 
Figure 1: The water-tank automaton. 
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is always 1 (i.e., dx/dt = 1). In location shut, the 
outflow of the water tank is shut and the water level 
increases 1 centimetre per second (dy/dt = 1); in 
location open, the outflow of the water tank is open 
and the level decreases 2 centimetres per second 
(dy/dt = –2).   

The transition from open to shut (stop the 
outflow) is taken as soon as the water tank becomes 
empty: the guard y = 0 on the transition ensures that 
the transition may be taken only when the water 
level is 0; the constraint y ≥ 0 on open ensures that 
the transition to shut must be taken before the water 
level becomes negative. The transition from shut to 
open (open the outflow) is taken every 3 seconds: 
the transition is taken whenever x = 3, and the 
transition restarts the clock x at time zero. 

Initially, the tank is empty and the outflow is 
shut. To tolerate a slight uncertainty in the water 
level around the zero level, the initial region is 
chosen to be S0 = (shut, I) with I = –0.2 ≤ y ≤ 0.2 ∧ 
x = 0. Now, if it is required to determine whether or 
not it is possible to attain the target region (shut, –1 
≤ x ≤3 ∧ x = y + 1) starting from the initial region, 
the reachability calculation will be as follows: 

 
– the initial region is (shut, I); 
– the extension of I by the flow field of location shut 

is given by –0.2 ≤ x-y ≤ 0.2, because dx/dt = dy/dt, 
and its intersection with the invariant of this 
location is I’ = (–0.2 ≤ x–y ≤ 0.2 ∧ x ≤3). 

 
The reachable state space is therefore initialized to 
R0 = (shut, –0.2 ≤ x–y ≤ 0.2 ∧ 0 ≤ x ≤ 3). The 
reachability calculation proceeds as follows: 
 
–  the transition leading to location open is the only 

one that can be taken, because its guard is 
[x = 3], I1 is given by ( )31 =∩′= xII ; therefore, 

( )2.38.231 ≤≤∧== yxI ; 
–  by applying the jump function of the transition, 

x := 0, and considering the invariant of location 
open, the sets I2 and I3 are given by 

( )2.38.2032 ≤≤∧=== yxII ; 
–  the flow field of location open results in: 

( )002.328.24 ≥∧≥∧≤+≤= yxxyI . 
 
The reachable space after this first iteration is there-
fore given by the set: R1 = R0 ∪ (open, 2.8 ≤ y + 2x ≤ 
3.2 ∧ x ≥ 0 ∧ y ≥ 0). The second iteration consists of 
applying the Post operator to the region (open, I4) to 
calculate the sets: J1, J2, J3 and J4, for example J4 = 
(1.4 ≤ x-y ≤ 1.6 ∧ y  ≥ 0 ∧ x ≤ 3). In this case, it is 

possible to verify the non-convergence of this iterative 
calculation of the reachable regions. However, a 
similar backward reachability analysis, starting from 
Starget = (shut, 1 ≤ x ≤ 3 ∧ x = y+1), allows one to 
conclude, after two iterations, that the region Starget can 
be reached both from itself and from the region (open, 
y + 2x = 2 ∧ y ≥ 0). Because S0 has an empty 
intersection with these two regions, it is possible to 
conclude that Starget cannot be reached from S0. 

This trivial example shows that it is sometimes 
easier to verify the hybrid system using backward 
reachability, and that forward and backward analysis 
are complementary because it is not possible to know 
in advance which to apply. The example also shows 
that even for simple examples, the convergence of the 
reachability calculation is not guaranteed. 

3.2 Decidability Considerations  

Hybrid systems in which the reachability problem 
can be solved algorithmically in a finite number of 
steps are called decidable hybrid systems.  

A hybrid automaton is linear if (Alur et al., 1995): 
 
–  the invariants of all the locations, the initial region 

and the guards are given by a conjunction of linear 
predicates (equalities or inequalities) over the 
continuous variables with rational coefficients, 

–  the flow fields (of all locations) are linear 
differential inclusions given by a conjunction of 
linear predicates (equalities or inequalities) over 
the first derivatives of the continuous variables 
with rational coefficients; and 

–  the jump functions are given by non-
deterministic assignments in intervals the 
boundaries of which are linear expressions. 

 
The interesting point about these automata is that all 
the regions of their continuous-state space 
(invariants, guards) are convex linear regions, and 
that the images of linear regions by their continuous 
and discrete transitions are also linear regions 
(Henzinger and Rusu, 1998). However the 
reachability problem is not decidable even for this 
class of hybrid automata (Alur et al., 1995) unless 
some restrictions are introduced. Indeed the 
reachabilty problem is decidable for timed automata 
and for automata that can be transformed into 
timed automata. The most important criterion for a 
linear hybrid automaton to be decidable then 
appears to be that it is initialised, i.e. that the 
continuous state is always the same when a 
location is activated. The restrictions on jump 
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functions of the transitions are also very important 
to be able to extend the class of hybrid automata 
that are decidable to automata with more complex 
dynamics (Lafferriere et al., 1999). 

A practical consequence of these results is that 
the calculation algorithms may not converge, and it 
therefore becomes necessary to use some termina-
tion criteria for these algorithms. On the other hand, 
the user should take the risk of non-convergence into 
account, and should try to avoid this by adapting a 
verification strategy that is based on, for example, 
alternating forward and backward computations. 

4 DISCRETE EVENT 
ABSTRACTION 

To construct a discrete-event model of a hybrid 
system for the verification of a required property, it 
is necessary to be able to establish the 
correspondence between the traces of the hybrid 
system and those of the discrete-event model. The 
construction of a discrete-event model is basically 
concerned with partitioning the continuous part of 
the state space into a number of domains to each of 
which is associated a discrete state, then establishing 
a transition between two discrete states if there 
exists a continuous trajectory that leads from a point 
in the domain of the first discrete state to the domain 
of the second. In practice, partitioning of the entire 
continuous domain in terms of location invariants is 
complex, and it is therefore necessary to limit this 
approach to a certain form of model that can be 
restricted to some particular domains. For example, 
CheckMate (Chutinan and Krogh, 2003) treats the 
hybrid automata whose jump functions are given by 
the identity function and whose transition guards are 
given by unions of the boundaries of the locations’ 
invariants. Consequently, these boundaries can be 
used to construct a discrete-event model. 

Starting from a first partition (S) that corresponds, 
for example, to the faces of the invariants, the 
partition is refined by applying the following 
algorithm (Lafferriere et al., 1999), where the Pr 
function calculates the set of points representing the 
predecessors of a region according to the vector field: 

While PPPthatsuchSPP ≠∩≠∅∈∃ )'Pr(',  
)'Pr(;)'Pr( 21 PPPPPP −=∩=  

{ }( ) { }21 , PPPSS ∪−=  
 

As shown in Figure 2, this algorithm is based on the 
calculation of the set of points representing the 
predecessors of a region, and then the calculation of  

 
 

 
Figure 2: Partitioning. 

the intersection of the predecessors with the other 
regions of the partition. If this intersection is empty, 
it is not possible to attain P’ from P and, con-
sequently, the discrete-event model does not 
include a transition between the corresponding 
states. Conversely, if the intersection is equal to P, 
all the points of P lead to P’, and the firing of the 
transition between the states associated with P and 
P’ in the discrete-event model corresponds to an 
evolution of the hybrid system. If neither of the two 
cases holds, there exists a transition in the discrete 
model, which relates a subset of P to P’. P is 
therefore partitioned into P1 and P2 that correspond 
to the two cases above: P2 has an empty 
intersection with Pr(P’) whereas the intersection of 
Pr(P’) with P1 is equal to P1. 

If this algorithm terminates, the resulting discrete-
event model is bi-similar to the hybrid model—i.e., 
there exists a one-to-one corresponddence between 
the execution traces of both models, and therefore 
every property that is valid relative to one of these 
models will also be valid for the other. However, 
because this algorithm is based on the reachability 
calculation (Pr), the decidability results and the 
implementation difficulty are the same as for those 
in the case of the reachability algorithms presented 
in Section 3.1. Therefore, it is not possible, in general, 
to construct a bi-similar discrete-event model of a 
hybrid system, and the alternative solution consists 
of developing a discrete-event model that is an 
abstraction of the hybrid model—i.e., to each trace 
of the hybrid model there exists a trace in the 
discrete-event model but the inverse does not 
necessarily hold. To construct such an abstraction, it 
is sufficient to proceed as follows: (i) choose a 
partition of pertinent domains (for example, the 
phases of the invariants), (ii) calculate the space that 
is reachable by the continuous dynamics starting 
from each of the elements of the partition, (iii) 
calculate the intersection of this space with each of 
the other elements of the partition, and (iv) add a 
transition relating the corresponding discrete states if 
this intersection is not empty. Spurious traces that do 
not exist in the original hybrid model are introduced 
by such a construction. For example, the partition in 
Figure 3 implies that (P1→P3→P5) is a possible 
trace, which is not the case in the hybrid model. 

If it is possible to obtain a partition implying that 
a given property is verified relative to all the traces  

P’ 
P 

Pr(P’) 

P1 

P2 
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Figure 3: Spurious traces. 

of the discrete-event system, then it is possible to 
conclude that this property is also valid with respect 
to the hybrid system (Chutinan and Krogh, 2001). 
On the other hand, owing to the abstraction and the 
introduction of spurious traces, the invalidity of a 
property relative to the set of discrete-event traces 
does not imply that this property is also invalid with 
respect to the hybrid traces. In this case, it is 
necessary to refine the abstractions to eliminate 
some of the spurious traces. Certain strategies can be 
used in this refinement process to accelerate the 
iterative abstraction process and to avoid the 
generation of an excessively complex discrete-event 
model. One strategy introduced by Stursberg et al. 
(2003) is to identify the traces invalidating a given 
property and to refine the partition along these 
traces. 

5 CONTINUOUS EXPANSION 
COMPUTATION 

Property verification, whether carried out through 
reachability analysis or by discrete-event 
abstractions, requires the manipulation of regions 
(sets) in state space (initial region, specification 
domain, guard conditions, location invariants, …) 
and the calculation of the intersections or unions of 
these regions and their image with the flow fields of 
the locations and with the jump functions. These 
manipulations can be performed using, for example, 
ellipsoidal calculations (Kurzhanski and Varaiya, 
2000), but in most of the cases, the sets to be treated 
are polyhedra involving linear equalities or 
inequalities over continuous-state variables. 
However even for these polyhedra it may be useful 
to use operators such as the convex hull in order to 
make simpler the sets of inequalities that are 
manipulated and to get over-approximations of the 
reachable state to enhance the convergence of the 
fixed-point computation (Halbwachs et al., 1994).  

In the approaches presented in Sections 3 and 4, 
the main issue is the calculation of the reachable 

space of the system starting from an initial region, 
on the basis of the continuous dynamics of the 
system. The region of the state space that is 
reachable by applying the flow field at location q, 
starting from region D is given by the following set. 
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The manipulation of this set—for example, cal-
culating its intersection with a guard condition—
requires the elimination of the quantifiers to obtain 
an expression that is not parameterized as a function 
of time (Laferriere et al., 1999). The set of operations 
required to characterize the reachable space is rather 
complex and difficult to implement. Furthermore, 
even in the case where the initial region is 
polyhedral, the reachable state is not necessarily 
polyhedral. The practical implementation of these 
calculations is only possible in the case where the 
space reachable from a polyhedron is a 
polyhedron—i.e. when the automaton is linear and 
the flow fields are given by differential inclusions. 
The reachable space is therefore calculated by 
iterative application of the convex-hull operator, 
starting from the vertices of the initial polyhedron 
and the faces of the invariants. If the flow fields of 
the locations are not given by differential inclusions, 
the reachable space is not polyhedral. Two 
approaches can be adopted in this case to over-
approximate the reachable space by a union of 
polyhedra: abstraction of the continuous dynamics 
by a linear automaton and over-calculation of the 
reachable space at different times. Only the first 
approach is presented in the following sub-section. 
Information related to the second approach can be 
fond in (Dang, 2000; Chutinan and Krogh, 2003). 

5.1 Hybrid Linear Abstractions 

Starting from a given hybrid automaton, the aim of 
this approach is to construct a hybrid linear 
automaton whose flow fields are differential 
inclusions and whose reachable state space is an 
over-approximation of the state space of the original 
automaton (Henzinger et al., 1998). 

Start by considering a hybrid automaton with a 
single location. The differential inclusion can be 
calculated by taking the invariant of the location 
and determining a polyhedron that contains the 
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derivative vector defined by the flow field at each 
point of the invariant. For a linear system, it is 
sufficient to consider the convex hull of the 
derivatives at the points representing the vertices of 
the polyhedron. 

For example, consider the determination of the 
reachable region that is included in the invariant 
I = {0 ≤ x1 ≤ 3 ∧ 0 ≤ x2 ≤ 3}, starting from region 
I = {1 ≤ x1 ≤ 2 ∧ x2 = 0} for the two-dimensional 
system whose dynamics are described using the 
following equation, 

xx ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
=

01
10  

 
The differential inclusion corresponding to its 
invariant is depicted in Figure 4a. Based on this 
differential inclusion, calculation of the region that 
can be reached from the region I, corresponding to 
the grey zone in Figure 4b, is simple. This region 
contains the exact reachable region of the original 
automaton. 
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Figure 4: Abstraction by differential inclusion. 

 
If the results of this calculation are too coarse for 

conclusions to be made, it is necessary to refine the 
abstraction. This can be done by defining a partition 
for the invariant, associating a location to each 
element of the partition by defining the associated 
invariants, and then calculating the differential 
inclusion for each location by determining a 
polyhedron that contains the derivative vector for 
each point of the new invariant. A transition is then 
included between two locations if there exists a 
continuous trajectory that crosses the boundary 
between the corresponding elements of the partition. 
It is then possible to calculate the reachability on the 
basis of this abstraction. However some pertinent 
criteria based on the properties of the continuous 
dynamics have to be used to refine the partition in a 
way that improves the efficiency of the reachability 
calculation (Lefebvre et al., 2002a). 

For example Lefebvre et al. (2002b) proposed to 
used half-lines defined by the equilibrium point to 
determine the characteristic regions defining the 
partition of the state space for affine planar systems 

to get a trade-off between the precision of the over-
approximation on the one hand, and the simplicity of 
the automaton and the calculations on the other. For the 
above example, the simple partition of Figure 5a 
defines the abstract automaton of Figure 5b whose 
reachability-calculation results are given in Figure 5c. 
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Figure 5: Improving the partition. 

This refinement of the partition and, hence, the 
abstraction can be repeated until a sufficiently 
precise over-approximation of the reachable space is 
obtained with the view of reaching a valid 
conclusion. This approach enables the calculation of 
the continuous expansion of a given region within a 
location of the hybrid system. It can be used either to 
construct the discrete-event abstraction of the hybrid 
system or as a part of an algorithm for the 
calculation of the reachable state space of the 
system. However, it is generally used to construct a 
new automaton that models the behaviour of the 
system and can be used as the basis for verification. 
This construction requires the substitution of each 
location by a sub-automaton representing the 
abstraction of its continuous behaviour, the 
determination of the transitions between these new 
locations and the original locations. These 
translations may result in complex automata that are 
difficult to verify. Again, it is necessary to have a 
methodology that guides the refinement of the 
partition, especially for the regions that are 
considered to be critical for the verification of a 
given property to reduce the complexity of the 
resulting automaton. These abstractions enable the 
use of the existing results and tools such as Hytech 
or KRONOS (Yovine, 1993), and UPPAAL (Bengtsson 
et al., 1996) if abstraction by timed automata is 
possible (Henzinger et al., 1998). 

6 CONCLUSIONS 

This paper has presented an overview of current 
issues related to hybrid systems as well as the 
principles of analysis and verification of these 
systems. This verification can be performed relative 
to either the hybrid model by calculation of the 
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reachable state space and its intersection with a 
forbidden region or a discrete-event model 
representing an abstraction of the hybrid model. In 
both cases, the major problem is related to the 
determination of the continuous expansion of a 
region, which is generally manipulated in terms of 
unions of polyhedra. Because this expansion cannot 
be represented exactly as union of polyhedra, over-
approximation techniques may be used for this 
purpose. These over-approximations can be based on 
the abstraction of continuous behaviour with a set of 
differential inclusions, or the calculation of the 
image of the initial region at certain times. 

It is possible to experiment with these 
verification techniques thanks to the availability of 
software tools, such as HYTECH (Henzinger et al., 
1995c) for linear hybrid automata, KRONOS (Yovine 
1993) or UPPAAL (Bengtsson et al., 1996) for timed 
automata, and Verdict (Stursberg et al., 1998) or 
CheckMate (Chutinan et al., 2000) for abstraction 
techniques. Many authors highlight the advantages, 
the difficulties and the open issues related to the use 
of these tools (Silva et al., 2001; Stauner et al., 
1997). To improve engineering procedures, some of 
these tools are based on environments that are 
commonly used by control engineers, such as 
StateFlow-Simulink for CheckMate. To be efficient 
in real-sized industrial applications, these tools 
should be used in a framework of global 
methodologies that provide high-level modelling 
facilities to enable the capture of the models of 
complex systems and determines the pertinent 
abstraction and approximation techniques required 
for the verification of a given property. The 
development of such an integrated methodology 
represents one of the main challenges to be faced by 
the hybrid systems community in the coming years, 
and requires close collaboration between control 
engineers and computer scientists. 
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TARGET LOCALIZATION USING MACHINE LEARNING∗ †
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Abstract: The miniaturization of sensors has made possible the use of these tiny components in hostile environments for
monitoring purposes in the form of sensor networks. Due to the fact that these networks often work in a data
centric manner, it is desirable to use machine learning techniques in data aggregation and control. In this paper
we give a brief introduction to sensor networks. One of the first attempts to solve the Geolocation problem
using Support Vector Regression (SVR) is then discussed. We propose a method to localize a stationary,
hostile radar using the Time Difference of Arrival (TDoA) of a characteristic pulse emitted by the radar. Our
proposal uses three different Unmanned Aerial Vehicles (UAVs) flying in a fixed triangular formation. The
performance of the proposed SVR method is compared with a variation of the Taylor Series Method (TSM)
used for solving the same problem and currently deployed by the DSTO, Australia on the Aerosonde Mark III
UAVs. We conclude by proposing the application of the SVR approach to more general localization scenarios
in Wireless Sensor Networks.

1 INTRODUCTION TO SENSOR
NETWORKS

Advances in hardware development have made avail-
able low cost, low power miniature devices for use
in remote sensing applications. The combination of
these factors has improved the viability of utilizing
a sensor network consisting of a large number of in-
telligent sensors, enabling the collection, processing,
analysis and dissemination of valuable information,
such as temperature, humidity, salinity etc. gathered
in a variety of environment.

A sensor network is an array (possibly very large)
of sensors of diverse types interconnected by a com-
munications network. Sensor data is shared between
the sensors and used as input to a distributed or cen-
tralized estimation system which aims to extract as
much relevant information from the available sen-
sor data as possible. The fundamental attributes of
sensor networks are reliability, accuracy, flexibility,
cost effectiveness and ease of deployment. Sensor
networks are predominantly data-centric rather than
address-centric. That is, queries are directed to a re-
gion containing a cluster of sensors rather than to spe-

∗An earlier version of this paper has been published in
2005-06 IEEE Proceedings of the Third International Con-
ference on Intelligent Sensing and Information Processing

†Parts of this work is supported by ARC Research Net-
work on Sensor Networks (www.sensornetworks.net.au)
and Dept of Education Science and Technology (DEST-
ISL) grant on Distributed Sensor Networks

cific sensor addresses. Given the similarity in the data
obtained by sensors in a dense cluster, aggregation of
the data is performed locally. That is, a summary or
analysis of the local data is prepared by an aggrega-
tor node within the cluster, thus reducing communi-
cation bandwidth requirements. Aggregation of data
increases the level of accuracy and incorporates data
redundancy to compensate for node failures.

There are many potential applications for sensor
networks ranging from environment monitoring to
defence. They find application in most areas where
human deployment is uneconomical and/or risky.
Habitat monitoring on Great Duck Island (Main-
waringa et al., 2002) and on the Great Barrier
Reef (Kininmonth et al., 2004) are the best examples
of environmental monitoring. Major efforts have been
made to use sensor networks to monitor bush/forest
fires. Investigations are also being undertaken into
using sensor networks in health monitoring and emer-
gency response. One such projects is the Code Blue
project by Harvard University. They propose a new
architecture for wireless monitoring and tracking of
patients and first responders. Blood glucose, pulse
monitoring and ECG monitoring are the commonest
attributes monitored using wearable sensors. They
have also been used to create smart homes. For a
comprehensive list of applications, one can refer to
the survey paper by Akyildiz et al. (Akyildiz et al.,
2002).

Defence is one area where these networks find
huge application in command, control, intelligence,
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surveillance, reconnaissance and targeting systems
(Martincic and Schwiebert, 2005). It is possible to
monitor the personnel and equipment by fitting them
with sensors. They can be widely used in enemy tar-
get tracking and monitoring, and play a major role
in detecting agents in biological and chemical war-
fare (Martincic and Schwiebert, 2005).

The ability to cram more and more processing abil-
ities into a smaller space with lower power require-
ments has enabled the deployment of such sensors in
large numbers as well as development of more power-
ful machines with a large number of these sensors and
processors: for example, Unmanned Aerial Vehicles
(UAVs) with low payloads (of around 1 kg) are able to
deliver astounding performance equipped with GPS,
receiver/transmitter, processor and auto-pilot naviga-
tion. On-field battle surveillance using UAVs was
used as early as the Gulf War and UAVs were exten-
sively used in reconnaissance missions in the ongoing
war in Iraq. It is estimated, and quite reasonably so,
that UAVs will achieve a much greater presence in
civilian applications in the coming decades in Road
traffic monitoring, bushfire monitoring and resource
monitoring to name a few. The UAV market is set
to reach an annual gross of US$4.5 billion within a
decade (Group, 2006). In this competitive scenario,
there has been an enormous focus on algorithm de-
velopment for UAVs geared towards development of
more applications of these machines. The corner-
stone of algorithm development for UAV applications
has been localization, specifically target localization,
which is crucial to all UAV applications in the army
and will continue to be so in the case of civilian ap-
plications.

2 LOCALIZATION IN SENSOR
NETWORKS

Localization in sensor network refers to the process
of estimating the (x, y, z) coordinates of a particu-
lar object in the monitoring environment to orient any
given node with respect to a global coordinate sys-
tem (Martincic and Schwiebert, 2005; Bachrach and
Taylor, 2005; Girod et al., 2002). Location discovery
is critical in several applications and has been widely
discussed in literature. Although GPS systems can be
used, due to the line of sight problem, energy require-
ment and costs, other methods are proposed. Multi-
lateration by distance measurement, Ad Hoc position-
ing systems and angle of arrival (AoA) are the most
commonly used localization schemes. Localization
can be either distributed or centralized. Centralized
algorithms allow the use of sophisticated mathemati-
cal algorithms resulting in higher accuracy. However,
data from every sensor node must be transferred back

and forth to the base station resulting in high band-
width and power requirements. For this reason bea-
con based distributed methods are rather more pop-
ular in localization. Multiple base stations with rel-
atively higher computing capacities (called beacons)
are used to aggregate the data locally (Langendoen
and Reijers, 2003; Bachrach and Taylor, 2005). Sev-
eral algorithms (He et al., 2006; Bahl and Padmanab-
han, 2000) have been proposed including APIT, RF
based diffusion schemes and bounding box schemes.
More recently Nguyen et al. (Nguyen et al., 2005)
showed that the coarse-grained and fine-grained lo-
calization problems for ad hoc sensor networks can
be posed and solved as a pattern recognition problem
using kernel methods from statistical learning theory.
In this article, we describe a sample problem of esti-
mating the location of fixed terrestrial RADAR using
three Unmanned Aerial Vehicles (UAVs) where UAVs
are considered to be mobile sensors. The target can
be fixed or mobile; different strategies exist for tack-
ling each problem. We use Support Vector Regression
(Smola and Scholkopf, 1998). The following sections
concentrate on the problem of RADAR localization
using unmanned aerial vehicles.

2.1 Radar Localization using
Support Vector Regression

For fixed target tracking, Time Difference of arrival
(TDoA) is an important attribute. TDoA refers to the
time delay for the same signal from the target to reach
two different nodes (UAVs). This approach requires
that the UAVs be far apart to have significant measure-
ments of TDoA. It can also be extended to mobile tar-
gets but the tracking algorithm needs to be real-time
in order that this can be achieved. TDoA based ap-
proaches to fixed target tracking are well documented
in (Drake, 2004; Abel and Smith, 1987; Abel, 1976).

In (Kanchanavally et al., 2004) target detection
is done using surrogate optimization based search,
and coordination and tracking is achieved using a
constrained diffusion of probability density on the
hospitability maps via solution to the Fokker-Planck
equation. In (Abel and Smith, 1987), the authors
describe a spherical Interpolation based closed-form
solution while (Abel, 1976) presents a Divide and
conquer approach with Least squares estimation to
solve the problem. Abel et al. (Abel, 1976) de-
scribes the estimation of a parameter vector θ that
is to be used evaluate the mean μ(θ) of a Gaussian
distribution observation X. The Maximum Likeli-
hood estimate, though statistically desirable, is diffi-
cult to compute when μ(θ) is a non-linear function
of θ. An estimate formed by combining the esti-
mates from subsections of the data is presented as
the divide and conquer approach and an application
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to range difference based position estimation is de-
scribed. In (Chan and Ho, 1994), another method for
position estimation using TDoA is presented that is
applicable to networks with large number of nodes
tracking a single target, i.e. the number of TDoA mea-
surements is greater than the number of unknowns
(position vector of target that is 2-D or at max, 3-D).

To obtain a precise position estimate at reasonable
noise levels, the Taylor-series method (Foy, 1976;
Torrieri, 1984) is commonly employed. It is an
iterative method that starts with an initial guess and
improves the estimate at each step by determining
the local linear least-squares (LS) solution. An ini-
tial guess close to the true solution is needed to avoid
local minima. The selection of such a starting point
is not simple in practice. Moreover, convergence of
the iterative process is not assured. It is also compu-
tationally intensive since LS computation is required
in every iteration. In this paper we describe the use
of support vector regression for target tracking. We
compare our algorithm with the existing Taylor series
method and show that our method performs better.

2.2 Methodology

Suppose, three or more UAVs fly in a triangular for-
mation, over a region believed to contain a RADAR
installation. Each UAV acts as a receiver, carrying a
sensor capable of detecting a RADAR pulse. Some
prior knowledge is required of at least the frequency
range of the enemy RADAR pulses so that the UAVs
can “listen” in that range of frequencies. The receiver
is not capable of detecting pulses over the entire spec-
trum of possible RADAR frequencies simultaneously.
To solve this problem, bandwidth is divided into a
number of frequency bins, which are selected for re-
ceiving a signal. Depending on the distance of each
UAV from the RADAR, the pulse will take a differ-
ent amount of time to reach a particular UAV. This
time difference, along with the known position of
each UAV, can be used to deduce the position of the
RADAR. Figure 1 illustrates three UAVs located at an
arbitrary distance from the RADAR.

The RADAR signal propagates at the speed of
light. Therefore the exact time each UAV detects the
pulse is a function of its distance from the RADAR.
The time of arrival ti of a pulse at a receiver i is given
by:

ti = trad + di

c
(1)

where trad is the time of emission of the pulse from
the RADAR, di is the distance between receiver i
and the RADAR and c is the speed of light. di can
be expressed as ‖�ri − �rrad‖ where �ri and �rrad de-
note the position vector of the ith UAV receiver and
the RADAR, respectively. Thus the Time of Arrival

Figure 1: Schematic of 3 UAVs tracking a fixed hostile
RADAR.

(ToA) of the pulse at receiver i can be expressed as:

ti = trad + ‖�ri−�rrad‖
c

(2)

Since the receivers cannot estimate the time of emis-
sion trad, we eliminate it by subtracting two such ToA
equations to get the TDoA equation. Thus we obtain
two TDoA equations using three ToA equations:

t1 − t2 = Δt12 = ‖�r1−�rrad‖
c − ‖�r2−�rrad‖

c
(3)

t1 − t3 = Δt13 = ‖�r1−�rrad‖
c − ‖�r3−�rrad‖

c
(4)

2.2.1 Comments on the RADAR Pulse

In the above equations it is assumed that all the UAVs
receive the same pulse at different time instants. For
this assumption to hold, the time interval between
consecutive pulses emitted by the RADAR must be
greater than the time taken by a pulse to reach the
UAVs. This assumption holds in general because of
the numbers involved. The RADAR scans the space
around it by sending out pulses and waiting for re-
flected pulses. At a given time, it emits a pulse in a
given direction with a main beam width of around 2◦.
This beam rotates with a frequency that is a few orders
of magnitude less than the speed of light. In addition,
there are side beams of lower power which ensures
that the pulse is emitted in all directions in space and
each of the UAVs will receive the pulse (maybe with
different power levels, as the UAVs are definitely sep-
arated by more than the main beam width.) The fre-
quency of RADAR pulse emission being in KHz and
the time taken by a pulse to reach the UAVs being in
microseconds ensures that the same pulse is received
at all the UAVs. Note that we are referring to Discrete
pulse emission frequency and not to radars that have
a continuous time waveform as the output, in which
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case the frequency of the RADAR wave has a range
starting from a few MHz to more than 100 GHz (As-
sociation, 2006).

The unknowns in Eqs. 3 and 4 are x and y coor-
dinates of the RADAR expressed in the vector �rrad .
We do not estimate the z-coordinate because a knowl-
edge of (x, y) will give us the z-coordinate using the
local relief map of the area when the RADAR is lo-
calized. The locus of �rrad is a hyperbola and the so-
lution lies at the intersection of the two hyperbolae
denoted by the two equations. Finding the solution
is not easy due to their non-linear nature. When the
number of unknowns equal the number of equations
(as in the case above), an explicit solution can be ob-
tained (Fang, 1990). Due to errors in the measure-
ment of the TDoA, such an explicit solution is practi-
cally useless. Moreover, we need to investigate meth-
ods that are scalable to large number of UAVs track-
ing the same target and such methods must be able
to make use of the extra information provided by the
TDoA equations that outnumber the unknowns. First
we present a Taylor series method (Drake and Dogan-
cay, 2004) to solve the above equations. This method
is currently being used by the DSTO in their simula-
tions that are being developed to be used for RADAR
tracking with Aerosonde Mark III UAVs.

2.3 The Taylor Series Method

As a first step to find the solution of Eqs. 3 and 4 an
initial guess (x0, y0) is made using the asymptotes of
each hyperbola to gain a relatively rough estimate of
the intersection (Drake and Dogancay, 2004). This es-
timate is improved with each iteration by determining
the local least-squares solution (Drake, 2004; Drake
and Dogancay, 2004). The non-linear Eqs. 3 and 4
can be rewritten as:

cΔt1i =
√

(x1 − xrad)
2 + (y1 − yrad)

2−√
(xi − xrad)

2 + (yi − yrad)
2

(5)

where i = 2, 3.
The two equations are linearized and increments of

x and y are computed as follows [27]:[
Δx
Δy

]
=
(
GT

t Q
−1Gt

)−1
GT

t Q
−1ht (6)

where the matrices are given as:

All computations involving the RADAR coordinates
(xrad, yrad) are done using the initial guess (x0, y0).

Also, in the expression for ht the values of ‖�r21‖ and
‖�r31‖ are known from the localization information on
the UAVs themselves. The increment vector is com-
puted until its magnitude becomes sufficiently small.

2.4 Support Vector Regression
(SVR) Method

The SVR method looks at the RADAR localization
problem in a function estimation sense. Support
Vector Regression has evolved from Support Vec-
tor Machine (SVM) research on function estimation
and is now a stand-alone research field of its own.
In this paper, a basic familiarity with SVMs is as-
sumed (Suykens et al., 2002; Smola and Scholkopf,
1998; Palaniswami and Shilton, 2000). We will pro-
vide a brief overview of the Least Squares-SVM (LS-
SVM) methodology that has been used to implement
the regression for the RADAR localization problem.

Given a set of training data {(�x1, y1) ,
(�x2, y2) , . . . , (�xn, yn)}, where �xi ∈ �dL (a vector
in input space) denotes the input and yi ∈ � the
output, the goal of support vector regression is to find
a function f : �dL → � that is optimal in-so-far as
the error estimating y is minimized in some sense. In
LS-SVR, the problem is formulated as follows.

We assume that the training data has been produced
by some unknown map g : �dL → � and then cor-
rupted by noise, so yi = g (�xi) + noise . Let us now
define a mapping function �ϕ : �dL → �dH from in-
put space to feature space. Using this we define an
approximation to g:

f (�x) = �wT �ϕ (�x) + b (9)

In LS-SVMs, we seek to minimize the sum of
square of errors in estimating y using the above ap-
proximation f (�x), subject to regularisation. The
problem can be stated as follows:

min
�w,b,�e

JP (�w,�e) = 1
2

�wT �w + γ
2

n∑
k=1

e2
k

such that: yk = �wT �ϕ (�xk) + b + ek ∀k = 1, . . . , n

(10)

We will see that we are able to allow the mapping
�ϕ (�x) to be non-linear as well as (potentially) infinite
dimensional which in turn makes �w (potentially) infi-
nite dimensional. So, in order to solve the optimiza-
tion problem, we work with the dual (Sundaram et al.,
2005; Smola and Scholkopf, 1998; Suykens et al.,
2002). Defining the dual variables �α, the dual form
is:

Solve in �α, b :[
0 �1T

v

�1v
�Ω + �I/γ

] [
b
�α

]
=
[

0
�y

]
(11)

Gt =

[
x1−xrad

‖�r1−�rrad‖
− x2−xrad

‖�r2−�rrad‖
y1−yrad

‖�r1−�rrad‖
− y2−yrad

‖�r2−�rrad‖
x1−xrad

‖�r1−�rrad‖
− x3−xrad

‖�r3−�rrad‖
y1−yrad

‖�r1−�rrad‖
− y3−xrad

‖�r3−�rrad‖

]
(7)

ht =
[

‖�r21‖ − (‖�r2 − �rrad‖ − ‖�r1 − �rrad‖)
‖�r31‖ − (‖�r3 − �rrad‖ − ‖�r1 − �rrad‖)

]
(8)
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where �y = [y1; . . . ; yn] , �1v = [1; . . . ; 1], �α =
[α1; . . . ;αn] and:

Ωkl = �ϕ (�xk)T
�ϕ (�xl)

= K (�xk, �xl) ∀k, l = 1, . . . , n
(12)

The resulting LS-SVM model for regression becomes

f (�x) =
n∑

k=1

αkK (�x, �xk) + b (13)

where the αk, b are the solution to the dual problem
which is a linear system. The most crucial property
of SVM formulation is the nature of K (�xk, �xl). Al-
though �ϕ (�x) may be infinite dimensional (or at least
very large), K (�xk, �xl) is just a real number and may
be calculated without use of �ϕ. K is called the ker-
nel function in the SVM formulation and there are
number of possible choices for kernels each with its
own advantages and disadvantages. The most com-
mon kernels used are RBF, Sigmoid and Linear. In
our simulations we use RBF kernels with γ = 5.5
and σ = 1.3.

For the RADAR localization problem, the SVR
is used to estimate the mapping between the TDoA
data and the RADAR’s coordinates. Thus two sep-
arate SVRs were trained, one for each co-ordinate.
This map is estimated over a rectangular grid aligned
with the triangle formed by the UAVs and sharing the
centroid of the triangle formed by the UAVs. Note
that this mapping is invariant under translation of the
UAVs as long as they maintain their relative posi-
tions over an approximately flat terrain. The flat ter-
rain requirement may be eliminated by estimating the
z-coordinate w.r.t. mean sea level, but this would re-
quire at least four UAVs. Three grids of consecutively
lower dimensions 10km × 10km, 5km × 5km and
80m × 80m are trained for each coordinate thus mak-
ing six SVRs in total. The implementation uses the
SVM heavy library3 (Shilton et al., 2005).

The training data was generated for each of the
three grids by fixing the UAV locations and generat-
ing random RADAR locations within the grid. The
size of the training set was 1000 since it was observed
that there was no significant change in average error
during testing for larger training sets.

Once the SVRs are trained, the testing proceeds as
follows:

1. If the RADAR is hypothesized to be within the
10km × 10km grid, the corresponding SVR is acti-
vated by the received instantaneous TDoA data and
hypothesizes a new location of the RADAR within
the grid.

2. The UAVs are then navigated in such a fashion that
the centroid of their triangular formation coincides

3http://www.ee.unimelb.edu.au/staff/swami/svm/

with the latest hypothesized location. Then a better
estimate of the location is hypothesized using the
5km × 5km grid

3. The UAVs are then navigated in such a fashion that
the centroid of their triangular formation coincides
with the latest hypothesized location. Then a better
estimate of the location is hypothesized using the
80m × 80m grid

Hierarchical grids were chosen to get better esti-
mates of the actual RADAR position. Average error
given by eq. 14 show good performance as compared
with the Taylor Series method which is why these grid
measurements were frozen.

eavg =
1

Ntest

√√√√Ntest∑
k=1

‖�rRAD actual − �rRAD est‖2

(14)

2.5 Results and Discussions

The major source of error in the measure of the TDoA
is called clock error. This refers to the error in mea-
surement of ToA due to a lack of synchronization
among the clocks in the UAVs. This error is typically
of the order of a few hundred nano-seconds; as the
TDoA itself is in hundreds of nanoseconds, this poses
a challenge to any TDoA based estimation method.
So, the testing of the Localization methods was car-
ried with clock error. This was simulated as error in
measurement of the TDoA and generated as a ran-
dom noise variable added to the measured TDoAs.
The noise was modeled as a Gaussian whose width
was varied to simulate different levels of clock error.
Table 1 shows the average localization error made by
both methods with increasing values of the standard
deviation of the clock error.

The other major source of error in the localization
is due to relative movement of the UAVs that upsets
the triangular configuration for which the SVRs are
trained. The simplest way to minimize such errors
is to take the TDoA measurements when the UAVs
are in the required triangular configuration. However,
the localization performance was simulated allowing
random perturbations of different magnitudes in UAV
positions. In this case too, these perturbations were
generated as a Gaussian variable added to the posi-
tion vector of the UAVs. The width of the Gaussian
variable was varied from a few meters to up to 500
meters. The performance of the SVR trained for no
perturbations is shown in Table 2 for situations with
perturbed UAVs. The clock error in all these cases
was kept at 50ns.

For a given problem with three UAVs, the com-
putation time required for the TSM method for each
TDoA measurement was 3.2 seconds on a Intel P4,
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Table 1: Average Localization Error.

Clock Error SVR Error TSM error
(ns) (m) (m)

0 4.9 0
50 19 75

100 38 190
200 77 304
300 115 420
400 149 655
500 188 696

Table 2: Average Localization Error with Perturbation.

Clock Error Strength of SVR error
(ns) Perturbation (m) (m)
50 0 19
50 50 40
50 100 55
50 200 90
50 300 160
50 400 205
50 500 250

2.4GHz processor. The SVM testing, on the other
hand was in the order of milliseconds. This is ex-
pected due to the fact that SVM testing is just a sin-
gle computation of eq. 13. Clearly, the proposed
SVR method outperforms the Taylor Series method,
both in terms of computation time and accuracy. The
TSM is clearly not scalable to multiple UAVs (UAV
swarms) tracking a single target due to computa-
tional complexities. The SVR, on the other hand has
the prominent advantage of easy extension to UAV
swarms. Furthermore, the repetitive information pro-
vided by multiple UAVs is better utilized by the SVR
approach.

2.6 Conclusion and Future Work

In this paper, we have introduced sensor networks
and reviewed some important localization schemes.
We have formulated the problem of target tracking as
radar localization using multiple mobile sensors in the
form of UAVs. A new method based on Support Vec-
tor Regression has been proposed for localization and
compared with the existing system currently deployed
by the DSTO, Australia on the Aerosonde Mark III
UAVs.

An extension of this work is localization in three
dimensions, which would require at least four UAVs.
This would remove the dependence on terrain of the
SVR performance, enhancing the effectiveness of this
approach in unknown, hostile territory, which is cru-

cial in applications such as reconnaissance and habitat
monitoring. The next quantum jump is to use the SVR
method for Mobile target localization in terrestrial
Wireless Sensor Networks. This is one area where
the low power and communication requirement of the
SVR method are likely to prove beneficial.
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Abstract: A new approach for the identification and control of distributed parameter systems is presented in this 
paper. A radial basis neural network is used to model the distribution of the system output variables over 
space and time. The neural network model is then used for synthesizing a non linear model predictive 
control configuration. The resulting framework is particular useful for control problems that pose 
constraints on the controlled variables over space. The proposed scheme is demonstrated through a tubular 
reactor, where the concentration and the temperature distributions are controlled using the wall temperature 
as the manipulated variable. The results illustrate the efficiency of the proposed methodology. 

1 INTRODUCTION 

In distributed parameter systems (DPS) inputs, 
outputs as well as parameters may change 
temporally and spatially due to diffusion, convection 
and/or dispersion phenomena. Such systems are 
quite common in chemical industries (tubular 
reactors, fluidized beds and crystallizers) and are 
mathematical described by systems of partial 
differential equations (PDE), where time and spatial 
coordinates are the independent variables.  

The conventional approach for the synthesis of 
implementable control schemes for DPSs is based on 
methodologies that reduce the infinite order model 
to a finite (low) order model, which can capture the 
dominant behavior of the system. A comprehensive 
analysis of the recent developments in this direction 
can be found in Christofides (2001a). The most 
common approach found in the literature for an 
accurate model reduction implements a linear or a 
non linear Galerkin method to derive ODE systems 
that capture the slow (dominant) modes of the 
original DPS. In Christofides (2001b) one can find 
the analytical description of the linear Galerkin 
procedure as well as the nonlinear model reduction 
method which implements the concept of approxi-
mate inertial manifold. The resulting models are 
then used for synthesizing low dimensional robust 
output feedback controllers for quasi linear and 
nonlinear parabolic systems (Christofides and 

Daoutidis, 1996; 1997; Christofides, 1998; Shvartsman 
and Kevrekidis, 1998; Christofides and Baker 1999; 
Chiu and Christofides, 1999; El-Farra et al., 2003; 
El-Farra and Christofides, 2004).  

However, the analytical solution of the 
eigenvalue problem of the spatial differential 
operator is not always possible and consequently the 
selection of the appropriate basis to expand the 
PDEs is not an easy task. A systematic data driven 
methodology to address this problem is the 
Karhunen-Loève expansion (KL), also called proper 
orthogonal decomposition (POD) or empirical eigen-
functions (EEF) or principal component analysis. 
The KL expansion uses data snapshots and cons-
tructs the empirical eigenfunctions as a linear 
combination of those snapshots (Newman, 1996a; 
1996b; Chatterjee, 2000). The resulting EEFs have 
been used as basis functions in the Galerkin 
procedure in a number of publications for accurate 
modelling and control in one-dimensional or two-
dimensional systems. (Park and Cho, 1996a; 1996b; 
Park and Kim, 2000; Baker and Christofides, 1999; 
Shvartsman and Kevrekidis, 1998; Armaou and 
Christofides, 2002;) 

The Galerkin procedure, mentioned so far uses 
analytical or empirical eigenfunctions and requires 
the mathematical description of the process, namely 
the exact system of PDEs. In case the PDEs are 
unknown, Gay and Ray (1995) proposed an identi-
fication procedure based on input-output data. 
The methodology employs integral equation models 
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to describe the DPS and the singular value 
decomposition (SVD) of the integral kernel to 
produce an input/output model, suitable for model 
predictive control (MPC) methodologies. A com-
parison of the efficiency of this data driven model 
with the methods mentioned earlier can be found in 
Hoo and Zheng (2001). More recently, an 
identification method that combines KL and SVD 
for low order modeling and control have been 
presented (Zheng and Hoo, 2002; Zheng et al., 
2002a; 2002b; Zheng and Hoo, 2004). The discrete 
form of the SVD-KL method has also been used in 
MPC configurations with improved performance, 
comparatively to linear feedback controllers.  

 
In the present work, a radial basis function 

(RBF) neural network is proposed for the 
identification of non linear parabolic DPSs. RBF 
neural networks are quite popular for lumped system 
modeling because of their comparatively simple 
structure and their fast learning algorithms 
(Sarimveis et al., 2002). In this paper the RBF 
neural network is formulated, so that it is able to 
predict the distribution of the output variables over 
space. This way, an estimation of the system outputs 
is available in any position. The RBF model is then 
implemented in a nonlinear MPC configuration to 
predict the controlled variables in a finite number of 
positions.  

The rest of the article is formulated as follows: 
In section 2 the structure of the RBF neural network 
for DPSs is presented. In section 3 the non linear 
MPC configuration is described in more details. The 
proposed methodology is tested through the 
application described in subsection 4.1 The hidden 

 
Figure 1: A radial basis function neural network of C. 
nodes for a distributed parameter system. 

efficiency of the RBF neural network is examined in 
subsection 4.2 and the controller performance in 4.3. 
In section 5, the final conclusions are summarized.  

2 RBF NEURAL NETWORKS 
FOR MODELING 
DISTRIBUTED PARAMETER 
SYSTEMS 

2.1 Quasi-linear Parabolic DPS  

In general, a quasi linear parabolic distributed 
parameter system is described by a set of partial 
differential equations and boundary conditions of the 
form of Eq. (1): 
 

( ) ( ) ( )

( ) ( ) ( )
( )

( ) ( ) ( ) ( )

2

2

,
, , , , 0

, ,

0, , 0

,0 , , , 0

o

o l

t z
t z t z

t z z
t z z t z

z z L

t t t L t t
z z

∂ ∂ ∂
= − + + >

∂ ∂ ∂
= ⋅

= ≤ ≤

∂ ∂
= = >

∂ ∂

υ υ υa v u G a v

y C υ

υ υ
υ υg g

 (1) 

 
where ( ),t zυ  are the state variables, ( ),t zu  the mani-
pulated variables and ( ),t zy  the controlled variables. 
G(t,z) is an additional non linear term of the model 
and C(z) is a function determined by the location of 
the sensors. Vectors υo(z) and go(t), gl(t) describe the 
initial and the Neumann boundary conditions of the 
system, respectively.  

2.2 RBF Neural Network for DPS  

Radial basis function networks are simple in 
structure neural networks that consist of three layers, 
namely the input layer, the hidden layer and the 
output layer. Development of an RBF network based 
on input-output data includes the computation of the 
number of nodes in the hidden layer and the 
respective centers and the calculation of the output 
weights, so that the deviation between the predicted 
and the real values of the output variables, over a set 
of training data, is minimized  

An RBF neural network for modeling a DPS is 
constructed so that it can predict the values of the 
output variables at a specific spatial point (Figure 1). 
The input vector of such network at time point t=kTa 
(where Ta is the sample time) contains past values of 
the input variables and the coordinates in space, 
where we wish to obtain a prediction:  

A neural network approach for the identification 
of DPSs has been attempted by Gonzáles-García  
et al. (1998) and more recently a combination of 
POD and neural networks has been proposed by 
Shvartsman et al. (2000). Padhi et al. (2001) used 
two sets of neural networks to map a DPS and  
a discrete dynamic programming format for the 
synthesis of an optimal controller. The same 
concept, also exploiting the POD technique for a 
lower order model, is presented by Padhi and 
Balakrishnan (2003). 
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For simplification we limit our analysis in only 
one dimension in space. Generalization to three 
dimensions is straightforward. 

The neural network output is a vector containing 
the values of the process output variables at the 
location that is specified in the input vector: 
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In the previous equations N is the number of past 

values for the input vector, no is the number of the 
process output variables, C is the number of hidden 
nodes, wc is the weight vector corresponding to the 
output of the cth node, f is the radial basis function 
and xc is the center of the c node. The method 
utilized to train neural networks in this work is based 
on a fuzzy partition of the input space and is 
described in details in Sarimveis et al. (2002).  

3 NONLINEAR MPC FOR DPS 

The nonlinear MPC configuration that is proposed in 
this work for controlling DPSs, uses the RBF model 
to predict the values of the controlled variables over 
a future finite horizon ph at a number of locations 
ns, where measurements are available. Then, an 
optimization problem is solved, so that both the 
deviations of the controlled variables from their set 
points over the prediction horizon and the control 
moves over a control horizon ch, are minimized. The 
objective function is of the following form: 
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where ( ), |jt k z t
∧

+y  is the prediction made at time 
point t for the output vector at time t+k and at 
location zj, ns is the number of sensors, ( ), |jt z td  is 
the estimated disturbance at time point t, considered 
constant over the prediction horizon and sp

jy is the 

set point at the location of the j sensor. For 
k=ch,…,ph the manipulated variables are considered 
to remain constant. Wk and Rk are weight matrices 
of appropriate dimensions.  

4 APPLICATION 

4.1 Description of the Process 

One typical distributed parameter system in 
chemical engineering is a tubular reactor, where 
variables depend on both time t and reactor length z. 
The mass and energy balances, concerning a first 
order reaction, diffusion and convention phenomena, 
are described by two quasi-linear PDEs with 
Neumann boundary conditions (Eqs. (8)-(11)). 
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where ( ),T t z , ( ),c t z  are dimensionless temperature 
and concentration respectively inside the reactor, 
( )iT t , ( )ic t  are dimensionless temperature and 

concentration at the entrance of the reactor and 
( ),wT t z  is the wall temperature. The values of the 

parameters of Eqs. (8)-(11) can be found in previous 
publications (Hoo and Zheng, 2001; 2002). 

4.2 RBF Model Efficiency 

An input-output training set was created using the 
wall temperature Tw, at z = [0 0.33 0.66] as the 
manipulated variable, while the output variables 
(temperature and concentration) were recorded at 21 
spatial locations. The PDEs were solved using the 
PDE Matlab toolbox. More specifically, we 
simulated the system by changing randomly the 
input variables and recording the output responses 
using a sample period of Ta=0.5 time units. The 
training set consisting of 2000 data points was 
generated considering N=3 past values of each 
manipulated variable. Deviation variables were used 
by subtracting from all the input and output values 
the corresponding steady states. Several neural 

η γ μ

γ
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network structures were developed by changing the 
initial fuzzy partition in the fuzzy means training 
algorithm. The produced neural networks were 
tested using a new validation data set of 500 data 
that was developed in the same way with the training 
set, but was not involved in the training phase. The 
sum of squares errors (SSEs) for the different RBF 
structures are presented in Table 1. In Figure 2, the 
actual values and the predictions of the neural 
network consisting of 152 nodes are compared.  

Table 1: Performance of RBF neural networks. 
Hidden nodes C SSE T SSE c 

13 0.2012 0.8873 
27 0.1251 0.7523 
68 0.0535 0.3628 
86 0.0404 0.2232 

152 0.0332 0.1420 
207 0.0295 0.1104 
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Figure 2: Actual values and predictions of the deviation 
variables for a neural network consisting of 152 hidden 
nodes. 

4.3 MPC Performance 

To test the proposed MPC configuration, we first 
simulated the example presented in Zheng and Hoo 
(2002). In that case, the temperature is the only 
controlled variable at z=[0:0.25:1] where we assume 
that sensors are available, while concentration is 
measured at z=1 but is not controlled. A disturbance 
is introduced to the system by decreasing the feed 
concentration Ci by 5%. We tested the proposed 
MPC scheme using for prediction the RBF network 
that consists of 27 nodes and the following 
parameter values: ch=6, ph=10, W=1, R=5·I3. The 
optimization problem that was formulated at each 
time instance was solved using the fmincon Matlab 
function. The performance of the controller is 

depicted in Figure 3, where the temperature 
distributions at the initial steady state and after 7 
time units are compared. The responses at locations 
where sensors are available are also presented in the 
same figure. The proposed controller managed to 
reject the disturbance and produce zero steady state 
error. The obtained responses outperform the 
performances of a PI controller and an MPC 
configuration that utilizes the SVD-KL model. The 
responses of the two controllers are presented in 
Hoo and Zheng, (2002) and are not shown here due 
to space limitations. The temperature at the exit of 
the reactor returns to its initial value after 1.5 time 
units, while 6 time units are required by the system 
to produce zero steady state error along the length of 
the reactor.  
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Figure 3: The final temperature distribution and the 
dynamic response to a 5% decrease in Ci using the RBF 
model. 

The last simulation presented in this work uses 
concentration at the reactor exit as an additional 
controlled variable. As far as the temperature profile 
is concerned, the target is to reach the same set point 
change as previously. Figures 6 and 7 present the 
responses of the temperature (at locations where 
sensors are available) and the concentration (at the 
reactor exit) respectively. They also present the final 

A second performance test forces the system to 
reach a new steady state distribution. The actual 
steady state, where the temperature finally settles, is 
compared with the desired set point in Figure 4. The 
dynamic responses at locations where sensors  
are available are also presented in the same figure. 
The responses show that the system approaches the 
desired values quickly, avoiding overshoots. The 
behavior of the manipulated variables is depicted in 
Figure 5.  
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 Figure 4: The temperature distribution after 15 time units 
and the dynamic response to a set point change. 
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Figure 5: The manipulated variable Tw(t) at z=0, 0.33 and 
0.66. 

5 CONCLUSIONS 

A nonlinear input/output identification method for 
distributed parameter systems is proposed is this 
paper. An RBF neural network capable to predict the 
output variables over space is developed. The 
accuracy of the neural network was established 
through a tubular reactor simulation. The model is 
then used for the synthesis of a MPC configuration 
that minimizes the deviation of the prediction of the 
controlled variables at a finite number of positions, 
where a sensor is assumed to exist. The proposed 
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Figure 6: The temperature distribution after 20 time units 
and responses to a set point change when considering 
c(t,1) as an additional controlled variable. 
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Figure 7: The concentration distribution after 20 time units 
and the response of c(t,1). 
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Figure 8: The manipulated variable Tw(t) at z=0, 0.33 and 
0.66 when considering c(t,1) as an additional controlled 
variable. 

distribution of both variables, after 20 time units. 
Figure 8 depicts the control actions over time. It is 
obvious that due to the additional controlled variable 
the performance of the controller is slightly deterio–
rated as far as the dynamic behavior is concerned. 
However, the desired steady state is still approached 
satisfactorily. 

method produced satisfactory results in both 
disturbance rejection and set point change problems. 
The performance of the controller was found to be 
superior to PI controllers or linear MPC configu-
rations presented in former publications.  
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Abstract: This paper presents the basic characteristics of a prototype fuzzy expert system for condition monitoring
applications, in particular, oil analysis in Diesel engines. The system allows for reasoning under absent or
imprecise measurements, providing with an interval-valued diagnostic of the suspected severity of a particular
fault. A set of so-called metarules complements the basic fault dictionary for fine tuning, allowing extra
functionality. The requirements and basic knowledge base for an oil analysis application are also outlined as
an example.

1 INTRODUCTION

In diagnosis of industrial processes, there is a signif-
icant practical interest in developing technologies for
a more effective handling of the information available
to ease the procedures of inspection and maintenance
(I/M) by means of greater automation.

Computer-aided diagnosis is one of the earliest
fields of applications of artificial intelligence tools
(Russell and Norvig, 2003). Logic and statistical
inference have been tried in previous applications
(Wang, 2003), being medical diagnosis the most
widely considered target application (Chen et al.,
2005). However, industrial fault diagnosis (Chiang
et al., 2001; Russell et al., 2000) is an appealing prob-
lem in itself, in sometimes more reduced contexts al-
lowing for better accuracy.

The full diagnostic problem under uncertain data
would need to be considered in a probabilistic frame-
work. Taking into account the “gradualness” of the
symptoms and possible diagnostics of varying de-
gree of severity (captured by fuzzy logic), the most
complete approach would be setting up a continous
Bayesian network (or an hybrid one). The Bayesian
network paradigm arose in the last decade as a prob-
abilistic alternative to reasoning, superior to truth-

maintenance approaches in some cases (see (Russell
and Norvig, 2003) and references therein).

Some works in literature discussing condition mon-
itoring (diagnostic and supervision tasks) using fuzzy
logic are, for instance (Carrasco and et. al., 2004;

J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 43–50. 
© 2007 Springer. 

Indeed, truth maintenance systems cannot cope
with contradictory information, whereas probabilis-
tic settings may integrate any piece of information,
as long as nonzero a priori probabilities are assigned
to all events. Also, with a reduced amount of infor-
mation, logic-based systems tend to produce many
possible diagnostics; probabilistic ranking is out of
their capabilities, at least in a basic setting: note for
instance that, in principle, fuzzy truth values are not
related to probability ones (Dubois and Prade, 1997).
There are expert systems with carry out probabilistic
inference (Lindley, 1987).

However, inference on the Bayesian network
paradigm is intractable in a general case (NP-hard). If
the amount of uncertainty is low (if a significant sub-
set of the possible measurements is always obtained
and the “determinism” of the underlying system is
acceptable), then fuzzy logic-based approaches to rea-
soning may be a viable solution in practice. This is
the case of some industrial diagnosis problems, such
as oil analysis, to which the system in development is
targeted.
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accommodated, for instance, by possibility theory
(Cayrac et al., 1996), or by interval-valued fuzzy logic
(Entemann, 2000), related to the so-called intuitionis-
tic fuzzy sets (Szmidt and Kacprzyk, 2003; Atanasov,
1986): membership to a fuzzy set has a minimum and
a maximum and an ordinary fuzzy set or truth value
is obtained considering them as equal. This latter ap-
proach is the one followed in this work.

Condition monitoring can also be dealt with with
model-based approaches (Isermann and Ballé, 1997;
Chiang et al., 2001), if enough quantitative descrip-
tions of the system are available; however, such
model-based approaches including algebraic and dif-
ferential equations, engineering tables, etc. can only
be understood by specialists on a particular process
and their conclusions are obscure and difficult to be

This paper presents the structure of a fuzzy infer-
ence module that incorporates some innovations eas-
ing the setting up of rules and improving the quality
of the final diagnostic conclusions. In particular, the
use of interval fuzzy logic, the methodology to deal
with exceptions and the possibility of expressing dif-
ferent alternatives for the same diagnostic and, if they
do not agree, firing a fuzzy contradiction warning.

2 THE FUZZY CONDITION
MONITORING MODULE

The presented fuzzy condition monitoring module
takes raw data from a file (oil analysis results in
the particular application test bench) and outputs a
file with the identified diagnostic results, ordered by
severity (intensity of fault), associated to the degree
of truth of a particular conclusion.

It is structured in the following main submodules:

• measurement preprocessing

• fuzzy rule base inference

• postprocessing of the conclusions

Each of them will be discussed in the sequel.

2.1 Measurement Preprocessing

Incomplete or absent measurements: In the case
of incomplete information, the measurements can be
given in interval form, and fuzzy reasoning will be
carried out via generalisation of ordinary rules to
interval-valued logic values, as described in Section
2.3, giving rise to an interval output of estimated
severities. An absent measurement will produce [0, 1]
as the possible interval of truth values.

2.2 Fuzzy Inference Module

The fuzzy inference module has been also built with
different submodules:

• variable definition submodule,

• rulebase definition submodule, and

• inference engine.

Variable definition. The name, operating range and
applicable “concepts” (fuzzy sets) on the variables are
defined via a suitable syntax. An example appears
below on the variable “CU” (copper concentration):

CU NORMAL 5 1
CU HIGH 5 20 50 100
CU VERYHIGH 50 150

the first number defining the support of the fuzzy set,
the second one defining the core.

The last line defines, for instance, that the concen-
tration of copper is not “very high” if it is below 50
ppm, and then, gradually starts to be considered “very
high” up to 150 ppm where it is considered 100% ab-
normal, indicating that rules related to this concept
would fire a “severe” fault. In the intermediate ranges,
the rules would conclude a fault with an “intermedi-
ate” severity. The middle line CU HIGH describes a
trapezoidal membership function via its four charac-
teristic points (left support extreme, left core extreme,
right core extreme, right support extreme).

Chang and Chang, 2003). Logic uncertainty can be

explained to an end-user which does not know the
internals of the system in consideration.

An application of the system is presently being
tried on an oil analysis task whose main require-
ments appear in (Macián et al., 1999). Basically,
metallic components (mostly from wear particles), oil
properties (viscosity, detergency, pH , etc.) and con-
taminants (silicon, water, etc.) are determined in a
standard analysis and some condition states of the
Diesel engine from which the oil sample was taken
should be determined.

This paper presents, in two sections, the struc-
ture of the fuzzy condition monitoring module being
developed and the key concepts of the oil analysis
application in which the possibilities of the system are
being tested. The first section discusses, in some sub-
sections, specific components of the diagnosis mod-
ule. A conclusion section summarises the main ideas
and results.

Raw data from sensors may need some sort of
preprocessing prior to rule evaluation. Indeed, if non-
linearity inversion, statistical calculations, dynamic
processing, etc. are carried out beforehand, then the
subsequent rules will be simpler. This preprocessing
is, however, application-specific in most cases (see
Section 3). In general, normalising by substraction
of mean and division by variance is useful in most
applications. In other cases, expressing the measured
variables in terms of percentage of a reference value
is also beneficial for user understanding of the subse-
quent rules.
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Figure 1: Fuzzy partition.

With trapezoidal and left and right limit functions
(the three shapes appearing in Figure 1) the needs of
most users are satisfied, and so it was in the appli-
cation to be later referred. In this way, by restricting
to piecewise linear membership functions, calculation
of maximum and minimum membership for an inter-
val input is easy, as the extremal values in a piecewise
linear μ(x) are reached either at the extremes of the
interval of x or at some of the characteristic points of
μ (i.e., those where a change of slope does occur).

Rulebase definition. The rulebase is defined by
means of a set of rules in the form:

Disorder Symptom-List END

They conform the core of the rulebase, and the ele-
ments in the symptom list are assumed to be linked
by an “AND” connective. They will detect “basic”
events from which a more complicated diagnosis may
be later extracted. For examples, see Section 3.

Inference is carried out by evaluating the minimum
of the severity of the symptoms in the symptom list of
a particular disorder, and assigning that value to the
severity of the associated disorder (see later). If some
“OR” connectives were to be used, it can be done by
means of the so-called metarules to be defined.

Symptom relevance modifier. Each symptom may
be affected by a coefficient indicating that its presence
confirms the fault, but its absence (in the presence of
the rest) indicates a milder severity. For instance, the
rule:

FAULT2
SYMPTOM1 ABNORMAL
SYMPTOM2 ABNORMAL 0.5

END

indicates that simultaneous presence of symptoms 1
and 2 fires fault 2 with full severity; however, pres-
ence of only symptom 1 indicates a fault of interme-
diate severity.

Metarules. The basic rules can be used to detect
particular situations of interest, with an estimated in-
terval of severity as a result. These situations are,
many times, the ultimate faults to be detected.

However, there are occasions where they must be
combined. This combination may have a logical in-
terpretation in terms of AND, OR, NOT; in this case,
the so-called metarules are introduced to handle the
situation. One possible structure is:

DISORDER IF LOGIC-EXPRESSION

where LOGIC-EXPRESSION is any user-defined
combination of symptoms or previously inferred
atomic disorders, with conjunction, disjunction and
negation operators. This rules will be denoted as MIF
rules.

Another type of metarule is the one in the form:
DISCARD Disorder IF LOGIC-EXPRESSION

used, for instance, to discard a “general” fault if a
more specific situation sharing the same symptoms
(plus some other ones) is encountered, or to set up

Other types of metarules (UNION and ALTERNA-
TIVE) will be later described.

2.3 Inference Methodology

This section discusses the inference mechanism used
to evaluate the presented rules and metarules.

The core of the inference system works with fuzzy
interval uncertain propositions (Entemann, 2000). In
these propositions, their truth value is an interval
[ν, π], where 0 ≤ ν ≤ 1 and 0 ≤ π ≤ 1. It de-
scribes partial knowledge: the minimum value it can
attain given the present information is called necessity
ν and the maximum value will be denoted as possibil-
ity π. If they do coincide, then the proposition can be
considered an ordinary fuzzy proposition1.

Connectives. Connectives allow combination of
atomic propositions into more complex ones by con-
junction, disjunction and negation. Assuming a par-
ticular connective for a fuzzy proposition is given
(such as T-norms for AND, T-conorms for OR, etc.
(Weber, 1983) in a non-intervalic fuzzy logic) in the
fuzzy-uncertain framework, the resulting interval will
be evaluated with interval arithmetic, i.e., given a
fuzzy connective C : [0, 1] × [0, 1] → [0, 1], Y =
C(X1, X2), its interval version is2:

[νY , πY ] =

[ min
μ1 ∈ [ν1, π1]
μ2 ∈ [ν2, π2]

C(μ1, μ2), max
μ1 ∈ [ν1, π1]
μ2 ∈ [ν2, π2]

C(μ1, μ2)]

(1)

1Note that the interpretation of possibility and neces-
sity is related but not equivalent to other approaches such
as (Cayrac et al., 1996)

2Those expression apply when the propositions refer
to independent, non-interactive variables. As in ordinary
interval arithmetic, the above expression (1) in complex
propositions yields conservative (excessively uncertain) re-
sults when correlation and multi-incidence in the arguments
is present.

Note that the basic rules could have been embedded
into this syntax. However, the proposed one allows
for the incorporation of relevance modifiers that might
be more cumbersome in the middle of a logic expres-
sion, improving the readability for the end-user.

“exceptions” to rules. Again, in Section 3, some
examples appear.
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Regarding negation, the truth degree of ¬p1 is defined
as the interval [ν = 1 − π1, π = 1 − ν1].

For instance, using the minimum and maximum as
conjunction and disjunction operators, the intervalisa-
tion of AND and OR operations is given by the expres-
sions:

[ν1, π1]∧[ν2, π2] = [min(ν1, ν2), min(π1, π2)] (2)

[ν1, π1]∨[ν2, π2] = [max(ν1, ν2), max(π1, π2)](3)

Let us consider now how inference is carried out in
the basic rules and in the metarules.

Furthermore, if a particular symptom has an “ir-
relevance factor” ρ its membership value μ is trans-
formed to ρ ∗ (1 − μ) + μ before carrying out the
interval conjunction.

For instance in the FAULT2 example in the previ-
ous page, if symptom 1 fired with intensity 0.85 and
symptom 2 did with intensity 0.8, symptom 2 will be
transformed to 0.5*0.2+0.8=0.9 before carrying out
conjunction (with a final result of 0.85).

In fact, the implemented approach considers the
so-called inference error (Sala and Albertos, 2001)
so that given a logic value μ, the inference error is
e = 1 − μ (extended to interval arithmetic). Then,
given a list of q symptoms in a rule, the overall infer-
ence error is:

E = p

√√√√ q∑
i=1

(ei)p (4)

So with p = 2 the methodology could be denoted as
Euclidean inference. With p → ∞, the result is the
same as the interval AND (using minimum) described
above. By fixing the value of p the user may specify a
different behaviour (the lower p is, the more severity
is substracted due to partially non-fired symptoms).

The formula (4) can be generalised to intervals, ob-
taining the lowest inference error by using the norm
of the minimum inference error of each symptom, and
the highest one with the maxima of the inference error
intervals. Membership values are recovered from the
resulting inference error figures by means of a nega-
tion formula.

Metarules: The logic operations will use the above
intervalar expressions when evaluating any LOGIC-
EXPRESSION in MIF metarules.

In the DISCARD metarules, the interval-arithmetic
substraction will be used, i.e.:

DISCARD [ν1, π1] IF [ν2, π2]
will give as a result the interval [ν′1, π′

1]:

ν′1 = max(0, ν1 − π2) π′
1 = max(0, π1 − ν2)

Membership value transformations. In some cases,
one would like to introduce a set of rules detecting

conditions for an intermediate fault and different con-
ditions for a severe one (say, F1):

IF COND1 THEN F1 INTERMEDIATE

IF COND2 THEN F1 SEVERE
(5)

UNION FAULTNAME
IDENT1 l11 l12 IDENT2 l21 l22 ...

The coefficients li1 and li2 define a linear transfor-
mation μ = li1 ∗ (1 − μ) + li2 ∗ μ to be carried out
on the membership of identifier “IDENT-i”. After-
wards, an interval-logic OR is carried out. Obviously,
to combine a particular condition with no member-
ship transformation, the setting li1 = 0 and li2 = 1
must be used. For instance, the above case (5) would
be encoded by:

UNION F1
COND1 0 0.5 COND2 0.5 1

In fact, the linear mapping actually implemented is
not exactly the one above. It is:

μ′ =
{
li1 ∗ (1 − μ) + li2 ∗ μ μ ≥ 0.02
0 μ < 0.02

(6)

In that way, it can be specified that an intermediate
severity fault must be suspected if any nonzero acti-
vation of a particular condition holds, but no firing
will occur if none of the conditions are active above a
significant threshold (0.02).

Alternatives. A closely related situation arises
when several alternatives for diagnosing the same
fault exist. If all measurements were available, all
of them should produce the same result so specifying
only one of them in the rulebase will do. However, to
improve results accounting for missing or imprecise
measurements, several of these alternative rules may
be intentionally specified. In that case, to allow com-
bining different alternatives into one diagnostic, the
intersection of the intervals produced by inference on
each of them will be the produced conclusion of the
inference.

This is implemented in the current tool by an ALT
metarule, with a syntax similar to the union metarule:

ALT FAULTNAME
IDENTIFIER1 l11 l12
IDENTIFIER2 l21 l22
...

allowing also a linear membership transformation,
identical to (6), before the interval intersection is cal-
culated.

For instance, let us assume that, after the mem-
bership transformations, if any, alternative A yields
[ν1, π1] and alternative B yields [ν2, π2] as estimated
severity intervals. If π1 > ν2, then the intersection is

To deal with this case, the tool under discussion
allows linear transformations of membership via the
so-called UNION metarule:

Basic Rules: The AND intervalic operation (2)
above is used (or its trivial generalisation to more
intervals).
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not empty and the following estimated severity inter-
val is produced:

[max(ν1, ν2),min(π1, π2)]

Otherwise, the system outputs the interval [π1, ν2]
flagged with a contradiction warning, as the intersec-
tion is empty. If ν2 − π1 is small, then the contradic-
tion level is small and the above interval can be ac-
cepted as an orientative result. If it is a large number,
it means that different alternatives give totally differ-
ent results so an error in the rulebase definition or a
fault in one of the measurement devices providing the
data must be suspected.

Post-processing. The results of the inference is a
list of truth values of the disorders. Those truth values
are to be interpreted as the “severities” (from incipient
to severe) of the associated disorders.

The output of the expert system (interval of esti-
mated severity) is translated onto a summarised state-
ment. Each value of severity is mapped to a linguistic
tag:

“negligible”, “incipient”, “medium”, “severe”

defining an interval of severities for each tag partition-
ing the full [0,1] range. If both extreme severities of
the conclusions have the same tag, then a conclusion
in the form:

is extracted. Otherwise, the produced sentence is:

Fault FAULTNAME severity might range from
TAG(MIN severity) to TAG(MAX severity)

3 OIL ANALYSIS APPLICATION

Oil analysis is a key technology in predictive mainte-
nance of industrial Diesel engines. Indeed, by deter-
mining the amount of wear particles, the composition
of them, and other chemicals in the oil, a sensible set
of rules can be cast to allow a reasonably accurate pre-
diction of the oil condition and/or some likely engine
malfunction. For instance, oil samples may be taken
from metropolitan transport fleet vehicles in sched-
uled maintenance work, for subsequent analysis (in
facilities such as the one in Figure 2); in this way, pre-
ventive actions would help reducing costs and avoid-
ing passenger complaints due to breakdown while the
vehicle is in service.

Expert systems based on binary logic have been de-
veloped for the application (Macián et al., 2000), but
the use of a fuzzy logic inference engine is considered
advantageous and it is being evaluated.

An application of the above ideas is under develop-
ment at this moment. Let us discuss some issues on
its development.

Figure 2: Scheduled maintenance facilities for metropolitan
transport fleet vehicles.

Preprocessing. When acquiring information from
a particular engine, some observations have the same
meaning for all engines to be diagnosed. However,
other ones need the use of historical data to gener-
ate “normalised” deviations taking into account sta-
tistical information for a particular engine brand or
model, or a particular unit with special characteris-
tics. In this way, the rulebase conception can be more
general (applied without modification to a larger num-
ber of cases) if the data are suitably scaled and dis-
placed prior to inference or, equivalently, fuzzy sets
are modified according to the particular engine being
diagnosed.

In some measurements, the procedure involves nor-
malising the deviation from the mean expressing it in
variance units, and generating an adimensional quan-
tity. The statistical data are calculated from a database
of previous analysis, classified by brand (manufac-
turer) and model (and also from historical records
from the same engine).

Other variables are transformed to “engineering”
units, having a more suitable interpretation than the
raw readings (for instance, oil viscosities are ex-
pressed as a percentage of a reference value from
fresh oil characteristics, instead of the centiStoke
measurement).

Also, in order to consider real engine behaviour,
oil consumption and fresh oil additions are consid-
ered leading to obtain a compensated wear element
concentration more representative of engine status
(Macián et al., 1999).

Knowledge base. At this moment, the team is in
process of acquiring and refining a knowledge base
with diagnosis rules.

The basics of the knowledge to be incorporated on
the expert system lie on the following facts.

System is focused on automotive engines diagno-
sis (trucks, buses and general and road construction
equipment), and so, the different parameters to mea-
sure are (Macián et al., 1999):

Fault FAULTNAME is TAG (MINIMUM,
MAXIMUM severity)

Fuzzy Diagnosis Module
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• Oil properties: viscosity, Total Base Number
(TBN) and detergency.

• Oil contaminants: Insoluble compounds, fuel dilu-
tion, soot, ingested dust (silicon), water and glycol.

• Metallic elements: iron, copper, lead, chrome, alu-
minum, tin, nickel, sodium and boron.

Other measurements could be performed upon the oil
sample, but with these basic parameters a good diag-
nosis can be achieved. Systems developed for other
types of engines could choose other parameters tak-
ing into account the particularities of these types of
engines.

Let us consider, as an example, the kind of knowl-
edge involved on the dust contamination detection.

Silica and silicates are present at high concentra-
tions in natural soils and dusts. It is for this reason
that silicon is used as the most important indicator of
dust entry into an engine. There have been several
studies done on the causes of premature wear in com-
ponents and results vary from study to study but one
thing is clear: external contamination of lube oil by
silicon is a major cause of accelerated wear.

Particles of airborne dust vary in size, shape and
abrasive properties. In an engine, the ingress of at-
mospheric dust takes place primarily through the air
intake. Those dust particles, not retained by filters,
and similar in size to the oil film clearance in the main
lubricated parts of the engine do the maximum dam-
age. Once the dust particle has entered an oil film,
it establishes a direct link between the two surfaces,
nullifying the effect of the oil film; in this way, the
immediate consequence is a “scratching” of the sur-
face as the particle is dragged and rolled across the
surfaces.

The second and potentially more serious problem
is that once the dust particle is introduced in between
the two surfaces, it changes the loading of the surface
from an even distribution to a load concentrated on
the particle with a huge increase in pressure at this
point. The increase in pressure causes a deflection
of the surface, which will eventually result in metal
fatigue and the surface breaking up. As soon as a dust
entry problem occurs there is an increase in the silicon
concentration into the oil and an acceleration of the
wear pattern.

As long as the oil samples are being taken at regu-
lar intervals in the correct manner, the dust entry will
be detected at a very early stage. If an effective cor-
rective action is taken, the life span of the component
will be significantly increased, reducing maintenance
costs.

A summary of the engineering knowledge related
to diagnosis of silicon contamination (dust ingestion)
is described below:

• If normal wear patterns combine with high silicon
readings in oil analysis, there are three possibilities:

a silicone sealant, grease or additive is in use mix-
ing with engine oil, an accidental contamination of
the sample has occurred or dust ingestion is in the
first stage and no others wear patterns are present
yet (too lucky situation). Action recommend to the
maintenance technicians must be to check if an ad-
ditive, grease or sealant has been used recently on
the engine and make sure that the correct sampling
technique was used. An inspection of the air ad-
mission system on the engine will be necessary if
previous action results negative.

• Increased engine top-end wear (iron, chromium, or
aluminium concentration rises up). This increased
engine top-end wear is caused by airborne dust that
has been drawn into the combustion chamber being
forced down between the ring, piston and cylinder.
Dust origin is caused by a defective air cleaner or
a damaged induction system. Actions to be taken
by maintenance technicians are inspect the air filter
element thoroughly, and check its seals and support
frame for damage and distortion and check too the
pleats for damage. If there is any doubt about a
filter element, it should always be changed. If the
leak was found, it is necessary to repair the leak and
determine the condition of the engine by checking
compression or blowby.

• Increased engine bottom-end wear (lead, tin or cop-
per concentration rises up). This situation indi-
cates that dirt is basically getting into the lube oil
directly and not past the pistons and rings. The
likely sources are: leaking seals, defective breather,
damaged seal on oil filler cap or dipstick, or dirty
storage containers and/or top-up containers. Rec-
ommended action to be taken by technicians must
be that any dust that is in the oil will be pumped
through the oil filter before entering the bearings.
Therefore, the first step is to examine the oil fil-
ter looking for dust contamination or bearing mate-
rial. If excessive dust is found, thoroughly check all
seals and breathers, etc. Check the oil storage con-
tainers and top-up containers for finding the source
of contamination.

In the syntax of implemented prototype tool, the
rules are:

CONTS1 SI NOT NORMAL END
WEAR_1 IF
FE NOT NORMAL or CR NOT NORMAL
or AL NOT NORMAL

WEAR_2 IF
PB NOT NORMAL or SN NOT NORMAL
or CU NOT NORMAL

CONTS2 IF CONTS1 and WEAR_1
CONTS3 IF CONTS1 and WEAR_2
SILICON_CONTAMINATION IF CONTS1
DUST_INGESTION IF CONTS2 or CONTS3
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As another example, water problems can be divided
into two different sources: an external water contam-
ination or refrigerant leakage, in each case a different
behaviour is presented. Additionally, water can evap-
orated and not to be present in oil. For this case, other
fingerprints, that remain in oil when water evaporated
must be found, such as: sodium (NA), boron (BO), its
ratio (NABO) or glycol (GLIC) (its absence would fire
rule CONTW3 at most 70%).

Finally, to take into account a specific situation
such as a refrigerant leakage with greats amounts of
copper from tube wear caused by water surface corro-
sion, an specific rule is defined too (CONTW4). In the
syntax of the implemented tool, the rules are:
CONTW1 WATER NOT NORMAL END
CONTW2 GLIC NOT NORMAL END
CONTW4 CU VERYHIGH END

CONTW3
NA NOT NORMAL
BO NOT NORMAL
NABO ABNORMAL
GLYC NOT NORMAL 0.7

END

WATERFAULT IF
CONTW1 or CONTW2 or CONTW3 or CONTW4

DISCARD WEAR IF CONTW4

So, based on the ideas from the above rules, a full
rulebase is being built at this moment.

4 CONCLUSIONS

The oil analysis application in consideration pro-
vides a quite complete set of measurements from
which expert rules can be asserted with a reasonable
reliability. However, for suitable diagnosis on a par-
ticular engine, a pre-processing module is essential:
this module incorporates records of similar engines
(same brand, model, history of the one being moni-
tored, fresh oil characteristics, analytical calculations,
etc.) so that the fuzzy set definitions are adapted for
each case.

The full system is, at this moment, in development
and prototype testing stage (comparing with human
experts’ conclusions and those from preexisting ad
hoc software based on binary logic), but its prelimi-
nary results are promising.
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Abstract: Given a physical system described by a structural decomposition together with additional constraints, a major
task in Artificial Intelligence concerns the automatic identification of the system behavior. We will show in
the present paper how concepts and techniques from different AI disciplines help solve this task in the case
of the intelligent control of engineering systems. Following generative approaches grounded in Qualitative
Physics, we derive behavioral specifications from structural and equational information input by the user in the
context of the intelligent control of physical systems. The behavioral specifications stem from a teleological
representation based on goal structures which are composed of three primitive concepts, i.e. physical entities,
physical roles and actions. An ontological representation of goals extracted from user inputs facilitates both
local and distributed reasoning. The causal reasoning process generates inferences of possible behaviors from
the ontological representation of intended goals. This process relies on an Event Calculus approach. An
application example focussing on the control of an irrigation channel illustrates the behavioral identification
process.

1 INTRODUCTION

One of the most interesting and challenging tasks of
Artificial Intelligence is to derive the behavior of a
system from its components and additional informa-
tion or constraints. Reasoning about physical systems
constitutes an important and active area of research
of Artificial Intelligence, also known as Qualitative
Reasoning (QR). In QR, most works have focussed
on the representation and composition of models to
describe physical systems either with a component-
based approach (de Kleer and Brown, 1984) or with a
process-based approach (Forbus, 1984; Falkenhainer
and Forbus, 1991). Major areas of investigation
are i) the simulation of physical systems to predict
their behavior ii) given a domain theory, a structural
description of the system and a query about the sys-
tem’s behavior, the composition of a model answering
the query.

Another major domain of reasoning which involves
structural modelling and behavioral analysis is the
Software Engineering (SE). A significant part of work
in software engineering is dedicated to temporal log-
ics (McDermott, 1982; Manna and Pnueli, 1992;
Ma and Knight, 1996; Galton, 1987; Freksa, 1992)
with extensions for specifying concurrent systems

(Barringer, 1986; Chen and de Giacomo, 1999).
These logics form the basis of behavior analysis
relying on concepts such as goals, actions and event
structures.

In this paper, we are concerned with the control
of physical activity by means of software engineering
mechanisms. Let us consider Intelligent Systems in-
teracting with a physical system. It requires at least AI
domains such as QR, for the abstraction of physical
mechanisms and SE, for behavioral analysis of soft-
ware components. This analysis has a great impact
both on the processing of variables related to physi-
cal quantities and on their control. We introduce the
notion of Intelligent Control System (ICS) composed
of a computing unit (e.g., PC, workstation, micro-
controller card, DSP-based system, ...) and sensor(s)
and/or actuator(s) unit(s). Distributed ICS exchange
information through networks using appropriate pro-
tocols (e.g., TCP/IP/Ethernet or dedicated field buses
such as CAN, LonWorks, ...). Inside an ICS, two in-
formation flows co-exist, information from/to other
ICS via network ports and information from/to the
physical system via I/O ports. The control of phys-
ical systems with ICS requires reasoning capabilities
extracted both from QR techniques and SE concepts
such as events and actions. From the outside, an ICS
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can be seen as an intelligent device offering a set
of services. Each of theses services are designed to
achieve a given goal, provided that some sequence of
atomic goals is achieved. More precisely, we tackle
the following problem.

Given:

• A scenario description including a physical hier-
archical structure together with a set of physical
equations relating physical variables.

•

• A goal (i.e., a service) request concerning the local
domain.

Produce:

• during the design step, a goal hierarchy.

• during the design step, an action hierarchy which
traduces the way of achievement of each goal.

• at run-time, the most relevant behavior depending
upon constraints.

This problem concerns major applications such as the
control of industrial processes, automotive systems,
automatic planning for control of physical systems
and measurements, robotics, ... Notice that in the
present model, the structural description of the physi-
cal system may be replaced in unknown environments
by a learning phase based on classical techniques
such as neural networks, genetic algorithms, fuzzy
logic, etc.

2 FOUNDATIONS FOR THE
MODELLING OF CONTROL
SYSTEMS RELATED TO
ENGINEERING PROCESSES

When designing or analyzing a system, the particular
model formalisms that are used depend on the objec-
tives of the modelling. In the engineering domain, the
formalisms commonly adopted are functional, behav-
ioral and structural (Dooley et al., 1998). The struc-
tural representation is an essential component of the
model involving physical systems. Most variables of
the control process are physical variables, that is, they
are an abstraction of the physical mechanism which
is related with each ICS. We consider the semantic
representation of control variables as a tuple includ-
ing the physical role and the physical (i.e., spatial)
entity in which the physical role is evaluated. These

tuples will be referred to as Physical Contexts in the
following. Physical variables are a subset of control
variables and their physical role is in fact the so-called
physical quantity defined in standard ontologies (Gru-
ber and Olsen, 1994). In a first step, a part-of hier-
archy of physical entities can be easily sketched. In
a second step, the physical behavior of physical en-
tities is described by expressing the way these enti-
ties interact. The physical interactions are the result
of energetic physical processes that occur in physical
entities. Whatever two entities are able to exchange
energy, they are said to be connected. Therefore, the
mereology is extended with a topology where con-
nections highlight the energy paths between physical
entities. This approach extracts in a local database,
energy paths stretching between ICS in the physical
environment.

1i.e., computing function

A modelling theory (derived from the General
System Theory) whose instantiation on the given
domain together with a set of rules will produce a
local domain theory.

In the teleological reasoning, the structure and
behavior of a physical system are related to its goals.
In other words, purposes are ascribed to each com-
ponent of the system and to achieve a global goal,
one must describe how each function of the systems’
parts can be connected. Moreover, since diagnosis is
an essential part of models describing physical pro-
cesses, most works relative to functional reasoning in
the last decade have incorporated teleological knowl-
edge in their model (Lind, 1994; Larsson, 1996;
Chittaro et al., 1993). Finally, Qualitative Reason-
ing based on a teleological approach appears to be
a useful component for planning systems involving
the physical world (de Coste, 1994). Therefore, we
adopt the teleological model where goals describe the
purposes of the system, and function(s)1 represent
the way of achievement of an intended goal. This
approach is similar to that of some authors (Kitamura
et al., 2002) which claim that base-functions repre-
sent function types from the view point of their goals’
achievement.

The concept of goal is central for behavior anal-
ysis in the control of physical systems. For exam-
ple, in failure analysis, when a behavioral change af-
fects one of the system goals, it means that a failure
occurred (the effect is expressed in terms of the goals
that have not been achieved). Basically, the goal rep-
resentation must facilitate the construction of knowl-
edge databases and allows to classify goals and sub-
goals relatively to the designers’ intents. The goal
modelling requires i) to describe goal representation
(i.e., data structures), ii) to define how these concepts
are related.

2.1 The Structural Model

2.2 The Teleological Model of
Actions: The Goal Structure

R. Dapoigny et al.



Behavior models play a central role in systems spec-
ifications and control. In order to specify the be-
havior of a system, different approaches are possible.
From the software engineering point of view, a ref-
erence model specifying the behavior of distributed
systems (ISO/IEC, 1996) introduces a minimal set of
basic modelling concepts which are behavior, action,
time constraints and states. The popular approaches
to behavioral specification languages are based on ei-
ther states or actions (Abadi and Lamport, 1993). In
the state-based approach, the behavior of a system is
viewed as a sequence of states, where each state is an
assignment of values to some set of components. Al-
ternatively, an action-based approach views a behav-
ior as a sequence of actions. Selecting behavior, goals
(i.e., extended actions) time constraints and time-
variant properties (i.e., fluents), we adopt the logical
formalism of the Event Calculus (EC). This formal-
ism presents some advantages well-suited to our pur-

2we generalize this definition with ”physical role” con-
cerning sorts which are not physical

poses, in particular its ability to represent actions with
duration (which is required to describe compound ac-
tions) and to assimilate narrative description of events
with an adjustment of the actions’effects in a dynamic
way.

Definition 1 A behavior is defined as a collection of
extended actions occurring according to a set of con-
straints, known as pre-conditions.

Therefore, two concepts are highlighted, action types
(goals) and constraints. As the physical system in-
clude artifacts, interaction with the physical system
involves actions with these artifacts. This assertion
reinforces the choice of a goal structure relating an
action with its physical entity. As a consequence, be-
haviors are the result of teleological interpretation of
causal relations among atomic goals.

As suggested in (Barwise and Seligman, 1997), dis-

Figure 1: The local model for Intelligent control.

tribution of knowledge presupposes a system of clas-
sification. Alternatively, conception and analysis of
knowledge relies on powerful techniques such as For-
mal Concept Analysis. The unification of these two
related theories seems a promising candidate to build
the foundations of a theory of distributed conceptual
structures (Kent, 2003). As a consequence each of the
previous sub-models can be related to classifications
through formal contexts as described in Figure 1. The
first part produces a goal hierarchy according to a spa-
tial classification where types are goal types and to-
kens are spatial instances of goals, i.e., goals related
to a spatial localization. Constraints on goal types
are given through physical equations or/and control

A goal structure must incorporate some possible
actions (at least one) in order to fulfill the intended
goal (Hertzberg and Thiebaux, 1994; Lifschitz,
1993). Representation of intended goals as ”to do ac-
tion” has been proposed by several researchers (Lind,
1994; Umeda and al., 1996; Kmenta et al., 1999) but
neither proposes a formal structure on which reason-
ing can be based. Therefore, we extend that textual
definition by introducing a goal structure with infor-
mation relative to the physical system. Two types
of atomic goals are defined, a goal type (universal)
which relate an action verb, a physical quantity2 with
its arity and an entity type, and a goal token (partic-
ular) by particularizing the physical entity type item
of the goal type. In such a way, the goal modelling
defines the terms that correspond to actions express-
ing the intension with the terms that are objects of the
actions. As it incorporates an action verb, the basic
goal definition proposed here can be seen as a gener-
alization of the action concept closed to the action (or
event) types defined in (Galton and Augusto, 2000).

Unlike general framework where goals cannot be
formalized and relationships among them cannot be
semantically captured, the present framework re-
stricted to engineering physical entities makes it pos-
sible to describe a hierarchical structure (i.e., a mere-
ology) of goals where the bottom level is composed
of atomic goals. Complex goals can be expressed as
a mereological fusion of atomic sub-goals. One of
the major benefits of mereological framework is that
it allows for different abstraction levels to appear in
the same model.

2.3 The Behavioral Model

Deriving Behavior from Goal Structure 53
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laws relating physical roles. Then, the goal hierarchy
is mapped onto programming functions through flu-
ents constraints. These constraints correspond to the
well-known pre-conditions in STRIPS-like planning.
If several preconditions are defined, then several ways
of achievement exist for a given goal, each of them
corresponding to an event (or action) type. Therefore,
a second classification is defined with events as types
and events occurrences as tokens. This classification
is a temporal one where the constraints are given by
the Event Calculus formalism through fluents, axioms
and a set of rules. The whole design process begins
with the introduction of a set of universal goals and
produces through a refinement process, a planning for
a given control system in a given environment, i.e.
spatial and temporal instances of general information.

3 THE TARGET APPLICATION

The real-world example concerns an open-channel
hydraulic system which is controlled with (at least)
two ICS, as shown in Figure 2. The control nodes are
connected with a fieldbus (CAN network). Each ac-
tive ICSi, in the open-channel irrigation channel is
located near a water gate and performs two pressure
measurements from a Pitot tube (resp. in SFAreai

andDFAreai). In addition, it is able to react accord-
ingly and to modify the gate position with the help
of a brushless motor. Pairs of goal-program func-
tions are the basic elements on which knowledge rep-
resentation is built. While the basic functions are ex-
tracted from libraries, the goal/subgoal representation
requires a particular attention. To each subgoal, one
or several dedicated software functions can be either
extracted from libraries or defined by the user. Goals
and functioning modes are user-defined. All functions
handle variables whose semantic contents is extracted
from the structural mereology.

Figure 2: The hydraulic control system with two Intelligent
control nodes.

4 THE CONCEPTUAL GOAL
HIERARCHY

The Formal Concept Analysis produces a conceptual
hierarchy of the domain by exploring all possible for-
mal concepts for which relationships between prop-
erties and objects hold. The resulting concept lattice,
also known as Galois Lattice, can be considered as a
semantic net providing both a conceptual hierarchy of
objects and a representation of possible implications
between properties. A formal context C is described
by the triple C = (O,A, I), where O is a nonempty
finite set of objects, A is a nonempty finite set of at-
tributes and I ⊆ O × A is a binary relation which
holds between objects and attributes. A formal con-
cept (X,Y ) is a pair which belongs to the formal con-
text C if X ⊆ O, Y ⊆ A, X = Y I and Y = XI .
X and Y are respectively called the extent and the in-
tent of the formal concept (X,Y ). The ordered set
(B(C),≤) is a complete lattice called the concept lat-
tice of the formal context (C).
Definition 2 Given R, a finite set of physical
roles and φ, the finite set of physical entities,
a Physical Context (PC) is a tuple: θ =
(r, μ(r), ϕ1, ϕ2, ...ϕµ(r)), where r ∈ R, denotes its
physical role (e.g., a physical quantity), μ : R →
Nat, a function assigning to each role its arity (i.e.,
the number of physical entities related to a given role)
and {ϕ1, ...ϕµ(r)} ⊆ φ, a set of entities describing the
spatial locations where the role has to be taken.

Definition 3 Given Φ the finite set of physical enti-
ties types, a goal type is a pair (A,Ξ), where A is an
action symbol and Ξ a non-empty set of tuples ξ =
(r, μ(r), φ1, φ2, ...φµ(r)) where {φ1, ...φµ(r)} ⊆ Φ,
a set of entities types describing the spatial locations
where the role r has to be taken.

γ
def
= (a,Ξ) (1)

Definition 4 A goal token is a pair (A,Θ), where A
is an action symbol and Θ a non-empty set of tuples
θ = (r, μ(r), ϕ1, ϕ2, ...ϕµ(r)).

g
def
= (a,Θ) (2)

The hydraulic control system requires the following
list of basic goals3 :

3these goals are not concepts

g1 = (to acquire, {(pressure, 1, SFArea1)})
g2 = (to acquire, {(pressure, 1, DFArea1)})
g3 = (to compute, {(velocity, 1, WaterArea1)})
g4 = (to compute, {(level, 1, WaterArea1)})
g5 = (to send, {(velocity, 1, WaterArea1),

(level, 1, WaterArea1)})
g6 = (to receive, {(velocity, 1, ExtEntity),

(level, 1, ExtEntity)})

R. Dapoigny et al.
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A close connection between FCA and mereology
can be established by focusing on their basic topics,
i.e., concept decomposition-aggregation and concept
relationships. FCA helps to build ontologies as a
learning technique (Cimiano et al., 2004) and we
extend this work by specifying the ontology with
a part-of hierarchy. The goal hierarchy is derived
from the subsumption hierarchy of conceptual scales
where the many-level architecture of conceptual
scales (Stumme, 1999) is extended taking into
consideration the mereological nature of the extents.
Higher level scales which relates scales on a higher
level of abstraction provide information about hier-
archy. Considering the atomic goals, the compound
goals corresponding to the user intents, the ontolog-
ical nature of the extents (i.e., the physical entities)
and some basic assumptions, one can automatically
produce the relevant instrument functional context.
This context is required to produce the final concept
lattice from which the functional mereology will be
extracted.

4A class is simply one or more individuals

Then, the concept lattice is transformed in a partial
order by some elementary rules. First, for each node
the concept is labelled with the intent of the lattice
node (Cimiano et al., 2003). In a second step, over-
laps are highlighted and the previous ordering is re-
duced based on simplification rules (Dapoigny et al.,
2005). In a third step, we reduce the labelling (Ganter
and Wille, 1999), providing that each intent is entered
once in the lattice. Finally, the bottom element is re-
moved. These rules applied on the raw lattice (Fig-
ure 3) result in the goal hierarchy of Figure 4.

Figure 3: The goal lattice.

5 BEHAVIOR REPRESENTATION

While the EC supports deductive, inductive and ab-
ductive reasoning, the latter is of particular interest for
our purpose. Given an ontological description based
on possible causal behaviors, dynamical constraints
can be translated in EC axioms. The EC axioms pro-
vide a partial temporal order from ontologies inferred
with mereological logic from user-defined goals and
SP pairs. Moreover, the abductive implementation of
the EC is proved to be sound and complete (Russo
et al., 2001). To solve the frame problem, formulae
are derived from the circumscription of the EC repre-
sentation.

Definition 5 Let G be a goal, let Σ be a domain de-
scription, let Δ0 be an initial situation, let Ω be a

g7 = (to compute, {(level, 2, WaterArea1,
ExtEntity)

g8 = (to compute, {(offset, 1, Gate1)})
g9 = (to receive, {(offset, 1, Gate1)})
g10 = (to move, {(position, 1, Gate1)})

G1 = (to measure,{(speed, 1, WaterArea1),
(level, 1, WaterArea1)})

G2 = (to control, {(speed, 1, WaterArea1)})
G3 = (to manuallyMove, {(position, 1, Gate1)})

As suggested in (Stumme, 1999), the set of sub-
goals is extended with hierarchical conceptual scales
such as the intent includes atomic and compound
goals and the ICS scale (highest level). Higher level
scales define a partially ordered set. The formal
context is filled in a two-stages process. Then, we
derive some rules from the structural mereology S
which concerns the physical entities. To overcome
difficulties about the conceptual equivalence between
sets and mereological individuals, we make the
assumption that a mereological structure can be
reproduced within sets provided we exclude the
empty set. Therefore, a set can be seen as an abstract
individual which represents a class4. The part-of
relation can be described as a conceptual scale which
holds between the objects (i.e., extensions) related to
the mereological individuals. The context considers
goal achievement predicates as formal objects, goals
and compound goals as formal attributes. First, the
sub-context between basic goals is derived from
qualitative reasoning on PC tuples within each
physical (or control) equation. Then this sub-context
is extended with conceptual scales corresponding
to goal requests specified by the user (see table 1).
For the hydraulic system for example, we plan three
services with the respective goals:

Deriving Behavior from Goal Structure
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Table 1: Functional context for the open-channel irrigation canal.

F g1 g2 g3 g4 g5 g6 g7 g8 g9 g10 G1 G2 G3

Achieved(g1) x x x x x x x x x
Achieved(g2) x x x x x x x x
Achieved(g3) x x x x x x x
Achieved(g4) x x x x x x x
Achieved(g5) x x
Achieved(g6) x x x x x
Achieved(g7) x x x x
Achieved(g8) x x x
Achieved(g9) x x x
Achieved(g10) x x x

Figure 4: The goal part-of hierarchy.

conjunction of a pair of uniqueness-of-names axioms
for the actions (goal) and fluents (Achieved(goal))
mentioned in Σ, and let Ψ be a finite conjunction of
state constraints. A plan for G is a narrative Δ such
that,

CIRC[Σ; Initiates, T erminates,Releases]∧
CIRC[Δ0 ∧ Δ;Happens] ∧ Ψ ∧ EC ∧ Ω |= G (3)

In this work, we use the version presented in (Shana-
han, 1997) which consists in a set of time points, a
set of time-variant properties (i.e., fluents) and a set
of event types. Each event type is in fact an action
type which at least requires an action verb, therefore

operational goals (i.e., the triple action verb, physical
role and physical entity). Under the assumption
where a unique computing function is related to a
single goal, domain equations are simple. For more
complex situations, several computing functions
(the actions of EC) can be related to a single goal
provided that a set of fluents (pre-conditions) selects
the relevant association in a given situation. The
circumscriptive condition is consistent if the domain
description does not allow a fluent to be both initiated
and terminated at the same time. EA in the event
calculus are considered as first class objects which
can appear as predicates arguments. The conjunction
of Initiate, Terminates and Releases formulae
describe the effects of EA and correspond to the
domain description. The finite conjunction of state
constraints Ψ expresses indirect effects of potential
actions. These constraints are available implicitly
through the goal mereology since its description is
deduced from qualitative equations where a complex
goal achievement requires physical constraints to
be satisfied. Mereological individuals from a given
level and their adjacent lower ones give rise to a
morphism between Part − of relations and state
constraints. From this assumption, state equations
expressing physical and computational causality can
be derived in event calculus (constraints on what
combinations of fluents may hold in the same time).
The uniqueness of EA names, i.e. to Achieve(goal)
and fluents names, i.e. Achieved(goal) is a logical
consequence of the uniqueness of goal description
in the mereological model. Taking the example of
the complex goal G2, state equations are defined as
follows:

HoldsAt(g10, T )← HoldsAt(g8, T ).
HoldsAt(g8, T )← HoldsAt(g7, T ).
HoldsAt(g7, T )← HoldsAt(g3, T ),

HoldsAt(g4, T ), HoldsAt(g6, T ).
HoldsAt(g4, T )← HoldsAt(g1, T ).we associate the extended actions (EA) to each

R. Dapoigny et al.
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HoldsAt(g3, T )← HoldsAt(g2, T ),
HoldsAt(g1, T ).

together with domain equations:

Initiates(achieved(g8), g8, T )← HoldsAt(g7, T ).
Initiates(achieved(g7), g7, T )← HoldsAt(g3, T ),

HoldsAt(g4, T ),HoldsAt(g6, T ).
Initiates(achieved(g4), g4, T )← HoldsAt(g1, T )].
Initiates(achieved(g3), g3, T )← HoldsAt(g2, T ),

HoldsAt(g1, T )].
Initiates(achieved(g2), g2, T ).
Initiates(achieved(g1), g1, T ).
Initiates(achieved(g6), g6, T ).

Applying abductive logic for theorem proving, we
get the plan Δ:

Happens(achieved(g6), t7, t7),
Happens(achieved(g4), t6, t6),
Happens(achieved(g1), t5, t5),
Happens(achieved(g2), t4, t4),
Happens(achieved(g3), t3, t3),
Happens(achieved(g7), t2, t2),
Happens(achieved(g8), t1, t1).
before(t7, t2), before(t5, t6), before(t6, t2),
before(t5, t3), before(t4, t3), before(t3, t2),
before(t2, t1), before(t1, t).

Figure 5: The temporal hierarchy.

This plan is sketched at figure 5. Initially an empty
plan is presented with a goal G in the form of a
HoldAt formulae. The resulting plan must respect
the causal hierarchy obtained in section 2.

6 RELATED WORK

Goal modelling is obviously investigated in require-
ments engineering. Modelling goals for engineering
processes is a complex task. In (Rolland et al., 1998)
goals are represented by verbs with parameters, each
of them playing a special role such as target entities

affected by the goal, resources needed for the goal
achievement, etc. Centered on the KAOS method,
(El-Maddah and Maibaum, 2003) used conditional
assignments based on the application’s variables in
goal-oriented process control systems design with the
B method. A tool translates the goal model into B
specifications where the behavior is state-based. In
this method no reasoning is performed at the system
level due to the lack of semantic content for variables.
For more general frameworks, (Giorgini et al., 2002)
describes a logic of goals based on their relationship
types, but goals are only represented with a label, and
the reasoning is elicited from their relations only.

This work is part of an ongoing attempt to develop
an automaton able to derive executable program for
the intelligent control of physical systems. From a
user-defined description of the context (i.e., the struc-
tural description of the physical system together with
the control system which operates on it) and an ini-
tial goal request, the system architecture consists of
two layered control modules to provide a response
to this request. The first layer extracts a hierarchical
functional model centered on the goal concept. This
model is mapped through fluents on the hierarchy of
action types. The second layer constructs a partial-
order temporal hierarchy relating grounded actions.
Unlike classical AND/OR goal decomposition which
does not clearly distinguish dependency types be-
tween different abstraction levels, the part-of hierar-
chy is able to extract potential relevant dependencies
(such as goal g10 in 4). The major benefits of Arti-
ficial Intelligence in this context turns out to reduce
the design process, to generate automatic sound plan-
ning and to allow dynamic control at runtime through
a reasoning process between distributed intelligent
nodes. This last topic (under development) is cen-
tered on information flow methodology and concep-
tual structures.
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Abstract: Nonlinear discrete time and continuous time optimal control problems with terminal constraints are solved
using a new evolutionary approach which seeks the control history directly by evolutionary computation.
Unlike methods that use the first order necessary conditions to determine the optimum, the main advantage of
the present method is that it does not require the development of a Hamiltonian formulation and consequently,
it eliminates the requirement to solve the adjoint problem which usually leads to a difficult two-point boundary
value problem. The method is verified on two benchmark problems. The first problem is the discrete time
velocity direction programming problem with the effects of gravity, thrust and drag and a terminal constraint
on the final vertical position. The second problem is a continuous time optimal control problem in rocket
dynamics, the Goddard’s problem. The solutions of both problems compared favorably with published results
based on gradient methods.

1 INTRODUCTION

An optimal control problem consists of finding the
time histories of the controls and the state variables
such as to maximize an integral performance index
over a finite period of time, subject to dynamical con-
straints in the form of a system of ordinary differen-
tial equations (Bryson, 1975). In a discrete-time opti-
mal control problem, the time period is divided into a
finite number of time intervals of equal duration ΔT .
The controls are kept constant over each time inter-
val. This results in a considerable simplification of the
continuous time problem, since the ordinary differen-
tial equations can be reduced to difference equations
and the integral performance index can be reduced to
a finite sum over the discrete time counter (Bryson,
1999). In some problems, additional constraints may
be prescribed on the final states of the system.

Modern methods for solving the optimal control
problem are extensions of the classical methods of the
calculus of variations (Fox, 1950). These methods are
known as indirect methods and are based on the max-
imum principle of Pontryagin, which is a statement
of the first order necessary conditions for optimal-
ity, and results in a two-point boundaryvalue problem

(TPBVP) for the state and adjoint variables (Pontrya-
gin et al., 1962).

It has been known, however, that the TPBVP is
much more difficult to solve than the initial value
problem (IVP). As a consequence, a second class of
solutions, known as the direct method has evolved.
For example, attempts have been made to recast the
original dynamic optimization problem as a static
optimization problem by direct transcription (Betts,
2001) or some other discretisation method, eventually
reformulating the original problem as a nonlinear pro-
gramming (NLP) problem. This is often achieved by
parameterisation of the state variables or the controls,
or both. The original differential equations or differ-
ence equations are reduced to algebraic equality con-
straints. A significant advantage of this method is that
the Hamiltonian formulation is completely avoided,
which can be advantageous to practicing engineers
who have not been exposed to the theoretical frame-
work of optimal control. However, there are some
problems with this approach. First, it might result
in a large scale NLP problem which might suffer
from numerical stability and convergence problems
and might require excessive computing time. Also,
the parameterisation might introduce spurious local
minima which are not present in the original problem.
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With the advent of computing power and the
progress made in methods that are based on op-
timization analogies from nature, it became pos-
sible to achieve a remedy to some of the above
mentioned disadvantages through the use of global
methods of optimization. These include stochas-
tic methods, such as simulated annealing (Laarhoven
and Aarts, 1989), (Kirkpatrick and Vecchi, 1983)
and evolutionary computation methods (Fogel, 1998),
(Schwefel, 1995) such as genetic algorithms (GAs)
(Michalewicz, 1992), see also (Michalewicz et al.,
1992) for an interesting treatment of the linear
discrete-time problem.

Genetic algorithms provide a powerful mechanism
towards a global search for the optimum, but in many
cases, the convergence is very slow. However, as
will be shown in this paper, if the GA is supple-
mented by problem specific heuristics, the conver-
gence can be accelerated significantly. It is well
known that GAs are based on a guided random search
through the genetic operators and evolution by artifi-
cial selection. This process is inherently very slow,
because the search space is very large and evolution
progresses step by step, exploring many regions with
solutions of low fitness. However, it is often possi-
ble to guide the search further, by incorporating qual-
itative knowledge about potential good solutions. In
many problems, this might involve simple heuristics,
which when combined with the genetic search, pro-
vide a powerful tool for finding the optimum very
quickly.

The purpose of the present work is to incorporate
problem specific heuristic arguments, which when
combined with a modified hybrid GA, can solve
the discrete-time optimal control problem very eas-
ily. There are significant advantages to this approach.
First, the need to solve a difficult two-point boundary
value problem (TPBVP) is completely avoided. In-
stead, only initial value problems (IVP) need to be
solved. Second, after finding an optimal solution,
we verify that it approximately satisfies the first-order
necessary conditions for a stationary solution, so the
mathematical soundness of the traditional necessary
conditions is retained. Furthermore, after obtaining
a solution by direct genetic search, the static and dy-
namic Lagrange multipliers, i.e., the adjoint variables,
can be computed and compared with the results from
a gradient method. All this is achieved without di-
rectly solving the TPBVP. There is a price to be paid,
however, since, in the process, we are solving many
initial value problems (IVPs). This might present a
challenge in more advanced and difficult problems,
where the dynamics are described by higher order
systems of ordinary differential equations, or when
the equations are difficult to integrate over the re-
quired time interval and special methods of numer-
ical integration are required. On the other hand, if

the system is described by discrete-time difference
equations that are relatively well behaved and easy
to iterate, the need to solve the initial value problem
many times does not represent a serious problem. For
instance, the example problem presented here , the
discrete velocity programming problem (DVDP) with
the combined effects of gravity, thrust and drag, to-
gether with a terminal constraint (Bryson, 1999), runs
on a 1.6 GHz pentium 4 processor in less than one
minute CPU time.

In the next section, a mathematical formulation of
the discrete time optimal control problem is given.
This formulation is used to study a specific example
of a discrete time problem, namely the velocity di-
rection programming of a body moving in a viscous
fluid. Details of this problem are given in Section 3.
The evolutionary computation approach to the solu-
tion is then described in Section 4 where results are
presented and compared with the results of an indi-
rect gradient method developed by Bryson (Bryson,
1999). In Section 5, a mathematical formulation of
the continuous time optimal control problem for non-
linear dynamical systems is presented. A specific
illustrative example of a continuous time optimal con-
trol problem is described in Section 6, where we study
the Goddard’s problem of rocket dynamics using the
proposed evolutionary computation method. Finally
conclusions are summarized in Section 7.

2 OPTIMAL CONTROL
OF DISCRETE TIME
NONLINEAR SYSTEMS

In this section, a formulation is developed for the
nonlinear discrete-time optimal control problem sub-
ject to terminal constraints. Consider the nonlinear
discrete-time dynamical system described by differ-
ence equations with initial conditions

x(i+ 1) = f [x(i),u(i), i] (2.1)

x(0) = x0 (2.2)

where x ∈ R
n is the vector of state variables, u ∈

R
p, p < n is the vector of control variables and i ∈

[0, N − 1] is a discrete time counter. The function f
is a nonlinear function of the state vector, the control
vector and the discrete time i, i.e., f : R

n x R
p x

R �→ R
n. Next, define a performance index

J [x(i),u(i), i, N ] = φ[x(N)]+ΣM
i=0L[x(i),u(i), i]

(2.3)
where

M = N − 1, φ : R
n �→ R, L : R

nxR
pxR �→ R
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Here L is the Lagrangian function and φ[x(N)] is
a function of the terminal value of the state vector
x(N). In some problems, additional terminal con-
straints can be prescribed through the use of functions
ψ of the state variables x(N)

ψ[x(N)] = 0, ψ : R
n �→ R

k k ≤ n (2.4)

The optimal control problem consists of finding the
control sequence u(i) such as to maximize (or mini-
mize) the performance index defined by (2.3), subject
to the dynamical equations (2.1) with initial condi-
tions (2.2) and terminal constraints (2.4). This formu-
lation is known as the Bolza problem in the calculus
of variations. In an alternative formulation, due to
Mayer, the state vector xj , j ∈[1, n] is augmented by
an additional state variable xn+1 which satisfies the
initial value problem:

xn+1(i+ 1) = xn+1(i) + L[x(i),u(i), i] (2.5)

xn+1(0) = 0 (2.6)

The performance index can then be written in the fol-
lowing form

J(N) = φ[x(N)] + xn+1(N) ≡ φa[xa(N)] (2.7)

where xa = [x xn+1]T is the augmented state vec-
tor and φa the augmented performance index. In this
paper, the Meyer formulation is used.

We next define an augmented performance index
with adjoint constraints ψ and adjoint dynamical con-
straints f [x(i),u(i), i]−x(i+1) = 0, with static and
dynamical Lagrange multipliers ν and λ, respectively,
in the following form:

Ja = φ+ νTψ + λT (0)[x0 − x(0)]+

+ΣM
i=0λ

T (i+ 1){f [x(i),u(i), i] − x(i+ 1)} (2.8)

Define a Hamiltonian function as

H(i) = λT (i+ 1)f [x(i),u(i), i] (2.9)

Rewriting the augmented performance index in terms
of the Hamiltonian function, we get

Ja = φ+ νTψ − λT (N)x(N) + λT (0)x0+

+ΣM
i=0[H(i) − λT (i)x(i)] (2.10)

A first order necessary condition for Ja to reach a sta-
tionary solution is given by the discrete version of the
Euler-Lagrange equations

λT (i) = Hx(i) = λT (i+1)fx[x(i),u(i), i] (2.11)

with final conditions

λT (N) = φx + νT ψx (2.12)

The control u(i) satisfies the optimality condition:

Hu(i) = λT (i+ 1)fu[x(i),u(i), i] = 0 (2.13)

If we define an augmented function Φ as

Φ = φ+ νT ψ (2.14)

then the final conditions can be written in terms of the
augmented function Φ in a similar way to the problem
without terminal constraints

λT (N) = Φx = φx + νT ψx (2.15)

The indirect approach to optimal control uses the nec-
essary conditions for an optimum to obtain a solution.
In this approach, the state equations (2.1) with ini-
tial conditions (2.2) need to be solved together with
the adjoint equations (2.11) and the final conditions
(2.15), where the control sequence u(i) is to be de-
termined from the optimality condition (2.13). This
represents a coupled system of nonlinear difference
equations with part of the boundary conditions speci-
fied at the initial time i = 0 and the rest of the bound-
ary conditions specified at the final time i = N . This
is a nonlinear two-point boundary value problem (TP-
BVP) in difference equations. Except for some spe-
cial simplified cases, it is usually very difficult to ob-
tain solutions for such nonlinear TPBVPs in closed
form. Therefore, many numerical methods have been
developed to tackle this problem.

Several gradient based methods have been pro-
posed for solving the discrete-time optimal con-
trol problem (Mayne, 1966). For example, Mur-
ray and Yakowitz (Murray and Yakowitz, 1984) and
(Yakowitz and Rutherford, 1984) developed a differ-
ential dynamic programming and Newton’s method
for the solution of discrete optimal control problems,
see also the book of Jacobson and Mayne (Jacobson
and Mayne, 1970), (Ohno, 1978), (Pantoja, 1988) and
(Dunn and Bertsekas, 1989). Similar methods have
been further developed by Liao and Shoemaker (Liao
and Shoemaker, 1991). Another method, the trust
region method, was proposed by Coleman and Liao
(Coleman and Liao, 1995) for the solution of uncon-
strained discrete-time optimal control problems. Al-
though confined to the unconstrained problem, this
method works for large scale minimization problems.

In contrast to the indirect approach, in the present
proposed approach, the optimality condition (2.13)
and the adjoint equations (2.11) together with their
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final conditions (2.15) are not used in order to obtain
the optimal solution. Instead, the optimal values of
the control sequence u(i) are found by a modified ge-
netic search method starting with an initial population
of solutions with values of u(i) randomly distributed
within a given domain of admissible controls. Dur-
ing the search, approximate, not necessarily optimal
values of the solutions u(i) are found for each gen-
eration. With these approximate values known, the
state equations (2.1) together with their initial condi-
tions (2.2) are very easy to solve as an initial value
problem, by a straightforward iteration of the differ-
ence equations from i = 0 to i = N − 1. At the
end of this iterative process, the final values x(N)
are obtained, and the fitness function can be deter-
mined. The search than seeks to maximize the fitness
function F such as to fulfill the goal of the evolution,
which is to maximize J(N), as given by the follow-
ing Eq.(2.16), subject to the terminal constraints as
defined by Eq.(2.17).

maximize J(N) = φ[x(N)] (2.16)

subject to the dynamical equality constraints, Eqs.
(2.1-2.2) and to the terminal constraints (2.4), which
are repeated here for convenience as Eq.(2.17)

ψ[x(N)] = 0

ψ : R
n �→ R

k k ≤ n (2.17)

Since we are using a direct search method, condi-
tion (2.17) can also be stated as a search for a maxi-
mum, namely we can set a goal which is equivalent to
(2.17) in the form

maximize J1(N) = −ψT[x(N)]ψ[x(N)] (2.18)

The fitness function F can now be defined by

F (N) = αJ(N) + (1 − α)J1(N) =

= αφ[x(N)] − (1 − α)ψT[x(N)]ψ[x(N)] (2.19)

with α ∈ [0, 1] and x(N) determined from a solu-
tion of the original initial value problem for the state
variables:

x(i+ 1) = f [x(i),u(i), i], i ∈ [0, N − 1] (2.20)

x(0) = x0 (2.21)

3 VELOCITY DIRECTION
CONTROL OF A BODY
IN A VISCOUS FLUID

In this section, we treat the case of controlling the mo-
tion of a particle moving in a viscous fluid medium
by varying the direction of a thrust vector of constant
magnitude. We describe the motion in a cartesian sys-
tem of coordinates in which x is pointing to the right
and y is positive downward. The constant thrust force
F is acting along the path, i.e. in the direction of the
velocity vector V with magnitude F = amg. The
acceleration of gravity g is acting downward in the
positive y direction. The drag force is proportional to
the square of the speed and acts in a direction oppo-
site to the velocity vector V . The motion is controlled
by varying the angle γ, which is positive downward
from the horizontal. The velocity direction γ is to be
programmed such as to achieve maximum range and
fulfill a prescribed terminal constraint on the vertical
final location yf . Newton’s second law of motion for
a particle of mass m can be written as

mdV/dt = mg(a+ sinγ) − 1
2
ρV 2CDS (3.1)

where ρ is the fluid density, CD is the coefficient
of drag and S is a typical cross-section area of the
body. For example, if the motion of the center of
gravity of a spherical submarine vehicle is considered,
then S is the maximum cross-section area of the ve-
hicle and CD would depend on the Reynolds number
Re = ρV d/μ , where μ is the fluid viscosity and d the
diameter of the vehicle. Dividing (3.1) by the massm,
we obtain

dV/dt = g(a+ sinγ)− V 2/Lc (3.2)

The length Lc = 2m/(ρSCD) is a typical hydro-
dynamic length. The other equations of motion are:

dx/dt = V cosγ (3.3)

dy/dt = V sinγ (3.4)

with initial conditions and final constraint

V (0) = 0, x(0) = 0, y(0) = 0 (3.5)

y(tf ) = yf (3.6)

In order to rewrite the equations in nondimen-
sional form, we introduce the following nondimen-
sional variables, denoted by primes:

t = (Lc/g)1/2t′, V = (gLc)1/2V ′
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x = Lcx′, y = Lcy′ (3.7)

where we have chosen Lc as the characteristic length.
Substituting the nondimensional variables (3.7) in the
equations of motion (3.2-3.4) and omitting the prime
notation, we obtain the nondimensional state equa-
tions

dV/dt = a+ sinγ − V 2 (3.8)

dx/dt = V cosγ (3.9)

dy/dt = V sinγ (3.10)

In order to formulate a discrete time version of this
problem, we first rewrite (3.8) in separated variables
form as dV/(a + sinγ − V 2) = dt. Integrating and
using the condition V (0) = 0, we get

(1/b)argtanh(V/b) = t (3.11)

Solving for the speed, we obtain

V = btanh(bt) (3.12)

b = (a+ sinγ)1/2 (3.13)

We now develop a discrete time model by dividing
the trajectory into a finite number N of straight line
segments of fixed duration ΔT = tf/N along which
the control γ is kept constant. The time at the end of
each segment is given by t(i) = iΔT , with i a time
step counter at point i. The time is normalized by
(Lc/g)1/2, so the nondimensional final time is t′f =
tf/(Lc/g)1/2 and the nondimensional time at step i
is t′(i) = it′f/N . The nondimensional time interval
is (ΔT )′ = t′f/N . Writing (3.12) at t(i+ 1) = (i+
1)ΔT , we obtain the velocity at the point (i+1) along
the trajectory

V (i+ 1) = b(i)tanh[b(i)(i+ 1)t′f/N ] (3.14)

b(i) = (a+ sinγ(i))1/2 (3.15)

Similarly, substituting the time t′(i) = it′f/N in
(3.11), the following expression is obtained, which we
define as the functionG0(i).

ib(i)t′f/N = argtanh[V (i)/b(i)] ≡ G0(i) (3.16)

Introducing a second function G1(i) defined by

G1(i) = G0(i) + b(i)t′f/N (3.17)

Eq.(3.14) can be written as

V (i+ 1) = b(i)tanh[G1(i)] (3.18)

We now determine the coordinates x and y as a func-
tion of time. Using the state equation (3.9) together
with the result (3.12) and defining θ = bt, we obtain

dx = V cosγdt = bcosγtanh(bt)dt =
= cosγtanhθdθ (3.19)

Integrating along a straight line segment between
points i and i+ 1, we get

x(i+ 1) = x(i)+

+cosγ(i)[logcoshθ(i+ 1) − logcoshθ(i)] (3.20)

θ(i) = ib(i)t′f/N = G0(i) (3.21)

θ(i+ 1) = b(i)(i+ 1)t′f/N = ib(i)t′f/N+

+b(i)t′f/N = G0(i) + b(i)t′f/N = G1(i) (3.22)

Substituting (3.21-3.22) in (3.20), we obtain the fol-
lowing discrete-time state equation (3.24) for the lo-
cation x(i + 1). The equation for the coordinate
y(i+1) can be developed in a similar way to x(i+1),
with cosγ(i) replaced by sinγ(i). Adding the state
equation (3.18) for the velocityV (i+ 1), which is re-
peated here as Eq.(3.23), the state equations become:

V (i+ 1) = b(i)tanh[G1(i)] (3.23)

x(i+ 1) = x(i)+

+cosγ(i) log[coshG1(i)/coshG0(i)] (3.24)

y(i+ 1) = y(i)+

+sinγ(i)log[coshG1(i)/coshG0(i)] (3.25)

with initial conditions and terminal constraint

V (0) = 0, x(0) = 0, y(0) = 0 (3.26)

y(N) = y′f = yf/Lc (3.27)

The optimal control problem now consists of finding
the sequence γ(i) for i ∈ [0, N − 1] such as to max-
imize the range x(N), subject to the state equations
(3.23-3.25), the initial conditions (3.26) and the ter-
minal constraint (3.27), where y′f is in units of Lc

and the final time t′f in units of (Lc/g)1/2.
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4 EVOLUTIONARY APPROACH
TO OPTIMAL CONTROL

We now describe the proposed direct approach which
is based on a genetic search method. As was previ-
ously mentioned, an important advantage of this ap-
proach is that there is no need to solve the two-point
boundary value problem described by the state equa-
tions (2.1) and the adjoint equations (2.11), together
with the initial conditions (2.2), the final conditions
(2.15), the terminal constraints (2.4) and the optimal-
ity condition (2.13) for the optimal control u(i).

Instead, the direct evolutionary computation
method allows us to evolve a population of solutions
such as to maximize the objective function or fit-
ness function F (N). The initial population is built
by generating a random population of solutions γ(i),
i ∈ [0, N − 1], uniformly distributed within a domain
γ ∈ [γmin, γmax]. Typical values are γmax = π/2 and
either γmin = −π/2 or γmin = 0 depending on the
problem. The genetic algorithm evolves this initial
population using the operations of selection, mutation
and crossover over many generations such as to max-
imize the fitness function:

F (N) = αJ(N) + (1 − α)J1(N) =

= αφ[ξ(N)] − (1 − α)ψT[ξ(N)]ψ[ξ(N)] (4.1)

with α ∈ [0, 1] and J(N) and J1(N) given by:

J(N) = φ[ξ(N)] = x(N) (4.2)

J1(N) = ψ2[ξ(N)] = (y(N) − yf)2 (4.3)

For each member in the population of solutions,
the fitness function depends on the final values x(N)
and y(N), which are determined by solving the initial
value problem defined by the state equations (3.23-
3.25) together with the initial conditions (3.26). This
process is repeated over many generations. Here, we
run the genetic algorithm for a predetermined num-
ber of generations and then we check if the terminal
constraint (3.27) is fulfilled. If the constraint is not
fulfilled, we can either increase the number of gener-
ations or readjust the weight α ∈ [0, 1].

Each member in the population consists of a se-
quence of values of the control history at the discrete
time intervals, e.g., u(i) or γ(i). These are the vari-
ables to be searched by the genetic algorithm. Since
the discrete time control problem is an approximation
of the continuous time problem, the discrete control
sequence is an approximation of either a continuous
function of time or, possibly a piecewise continuous
function with a finite number of switching points. We
have not treated any problems with a discontinuous

control history, such as in bang-bang control. We be-
lieve the present method can be extended to treat such
problems, but it is not clear at the present time how to
approach the problem in order to obtain the switching
points.

If we restrict our discussion to problems with con-
tinuous controls, then there is a question of how to ob-
tain a smooth control history from the discrete values
obtained through the genetic search. We have tried
smoothing by polynomial approximation of the dis-
crete control sequence, which works well for many
problems. There is also a possibility of parameterisa-
tion of the discrete control sequence by series of or-
thogonal polynomials, such as in approximation the-
ory. In this case the genetic algorithm can search the
coefficients of the polynomials directly.

We now present results obtained by solving this
problem using the proposed approach. We first treat
the case where x(N)is maximized with no constraint
placed on yf . We solve an example where the value
of the thrust is a = 0.05 and the final time is tf = 5.

The evolution of the solution over 50 generations is
shown in Figure 1. The control sequence γ(i), the op-
timal trajectory and the velocity V 2(i) are displayed
in Figure 2. The sign of y is reversed for plotting. It
can be seen from the plots that the angle varies at the
beginning and at the end of the motion, but remains
constant in the middle of the maneuver, resulting in
a dive along a straight line along a considerable por-
tion of the trajectory. This finding agrees well with
the results obtained by Bryson (Bryson, 1999) using
a gradient method.
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Figure 1: Convergence of the DVDP solution with gravity,
thrust a=0.05 and drag, with no terminal constraint on yf .
x(N) is maximized. With final time tf = 5.

Another case that was studied is the case where a
control sequence is sought such as to bring the mass
m to a required vertical location yf without maximiz-
ing the horizontal distance x(N). In order to fulfill
this terminal constraint, we minimize (y(N) − yf)2.
The results are shown in Figure 3. The required
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Figure 2: The control sequence, the optimal trajectory and
the velocity V 2(i) for the DVDP problem with gravity,
thrust a=0.05 and drag. No terminal constraint on yf . Final
time tf = 5. The sign of y is reversed for plotting.

control sequence, the shape of the trajectory and the
velocity squared are displayed in the figure. It can be
seen that the terminal constraint y(N) = yf = 1 is
fulfilled.

5 NONLINEAR CONTINUOUS
TIME OPTIMAL CONTROL

In this section, a formulation is developed for the non-
linear continuous time optimal control problem sub-
ject to terminal constraints. Consider the continuous
time nonlinear problem described by a system of or-
dinary differential equations with initial conditions

dx/dt = f [x(t),u(t), t] (5.1)

x(0) = x0 (5.2)

where x ∈ R
n is the vector of state variables, u ∈

R
p, p < n is the vector of control variables and

t ∈ [0, tf ] is the continuous time. The function f
is a nonlinear function of the state vector, the control
vector and the time t, i.e., f : R

n x R
p x R �→ R

n.
Next, define a performance index

J [x(t),u(t), tf ] = φ[x(tf )]+
∫ tf

0

L[x(t),u(t), t]dt

(5.3)
φ : R

n �→ R, L : R
nxR

pxR �→ R

Here L is the Lagrangian function and φ[x(tf )] is
a function of the terminal value of the state vector
x(tf ). In some problems, additional terminal con-
straints can be prescribed through the use of functions
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Figure 3: The control sequence, the optimal trajectory and
the velocity V 2(i) for the DVDP problem with gravity,
thrust a=0.05 and drag and terminal constraint on yf = 1.
Final time tf = 5. (y(N)−yf )2 is minimized. Here x(N)
is not maximized. The sign of y is reversed for plotting.

ψ of the state variables x(tf )

ψ[x(tf )] = 0, ψ : R
n �→ R

k, k ≤ n (5.4)

The formulation of the optimal control problem ac-
cording to Bolza consists of finding the control u(t)
such as to maximize the performance index defined
by (5.3), subject to the state equations (5.1) with ini-
tial conditions (5.2) and terminal constraints (5.4). In
the alternative formulation, due to Mayer, the state
vector xj , j ∈[1, n] is augmented by an additional
state variable xn+1 which satisfies the following ini-
tial value problem:

dxn+1/dt = L[x(t),u(t), t] (5.5)

xn+1(0) = 0 (5.6)

The performance index can then be written as

J(tf ) = φ[x(tf )] + xn+1(tf ) ≡ φa[xa(tf )] (5.7)

where xa = [x xn+1]T is the augmented state vec-
tor and φa the augmented performance index. We
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next define an augmented performance index with ad-
joint constraints ψ and adjoint dynamical constraints
f [x(t),u(t), t ]−dx/dt = 0, with static and dynam-
ical Lagrange multipliers ν and λ as:

Ja(tf ) = φ[x(tf )]+νTψ[x(tf )]+λT (0)[x0−x(0)]

+
∫ tf

0

λT (t)[f [x(t),u(t), t] − dx/dt]dt (5.8)

Introducing a Hamiltonian function

H(t) = λT (t)f [x(t),u(t), t] (5.9)

and rewriting the augmented performance index in
terms of the Hamiltonian, we get

Ja(tf ) = φ+ νTψ − λT (tf )x(tf ) + λT (0)x0+

+
∫ tf

0

[H(t) − λT (t)x(t)]dt (5.10)

A first order necessary condition for Ja to reach a sta-
tionary solution is given by the Euler-Lagrange equa-
tions

dλT /dt = −Hx(t) = −λT (t)fx[x(t),u(t), t]
(5.11)

with final conditions

λT (tf ) = φx[x(tf )] + νT ψx[x(tf )] (5.12)

The control u(t) satisfies the optimality condition:

Hu(t) = λT (t)fu[x(t),u(t), t] = 0 (5.13)

If we define an augmented function Φ[x(tf )] as

Φ[x(tf )] = φ[x(tf )] + νT ψ[x(tf )] (5.14)

then the final conditions can be written in terms of the
augmented function Φ in a similar way to the problem
without terminal constraints

λT (tf ) = Φx[x(tf )] = φx[x(tf )] + νT ψx[x(tf )]
(5.15)

In the indirect approach to optimal control, the neces-
sary conditions are used to obtain an optimal solution:
the state equations (5.1) with initial conditions (5.2)
have to be solved together with the adjoint equations
(5.11) and the final conditions (5.15). The control his-
tory u(t) is determined from the optimality condition
(5.13). Consequently, this approach leads to a cou-

pled system of nonlinear ordinary differential equa-
tions with the boundary conditions for the state vari-
ables specified at the initial time t = 0 and the bound-
ary conditions for the adjoint variables specified at
the final time t = tf . This is a nonlinear two-point
boundary value problem (TPBVP) in ordinary differ-
ential equations. Except for some special simplified
cases, it is usually very difficult to obtain solutions for
such nonlinear TPBVPs analytically. Many numeri-
cal methods have been developed in order to obtain
approximate solutions to this problem.

6 GODDARD’S OPTIMAL
CONTROL PROBLEM
IN ROCKET DYNAMICS

We now illustrate the above approach with a contin-
uous time optimal control example. We apply the
optimal control formulation described in the previous
section for continuous time dynamical systems to the
study of the vertical climb of a single stage sound-
ing rocket launched vertically from the ground. This
is known in the literature as the Goddard’s problem.
The problem is to control the thrust of the rocket such
as to maximize the final velocity or the final altitude.
There are two versions to this problem: in the first ver-
sion, the final mass of the rocket is prescribed and the
final time is free. In the second version, the final time
is prescribed and the final mass is free. The second
version of this problem will be presented.

Let h(t) denote the altitude of the rocket as mea-
sured from sea level and v(t) and m(t) the velocity
and the mass of the rocket, respectively. Here the
time t is continuous. The trajectory of the rocket is a
vertical straight line. The forces acting on the rocket
are the thrust T (t), which is used as the control vari-
able or control history, the aerodynamic drag force
D(h, v), which is a function of altitude and speed
and the weight of the rocket m(t)g, where m(t) is
the mass and g is the acceleration of gravity, assumed
constant. The equations of motion are:

dh/dt = v (6.1)

mdv/dt = T −D −mg (6.2)

dm/dt = −T/c (6.3)

where the drag force is given by

D(h, v) = D0 v
2 exp(−h/hr) (6.4)

Herehr = 23800 ft is a characteristic altitude andD0

is a characteristic drag force given by

D0 = 0.711TM/c
2 (6.5)

Y. Crispin



67

where TM is the maximum thrust developed by the
rocket. The speed c is the propellant jet exhaust speed.
An important parameter in rocket dynamics is the
thrust to weight ratio τ = TM/(m0g), where m0 is
the initial mass of the vehicle and g = 32.2 ft/s2. In
this example, a ratio of 2 is chosen:

τ = TM/(m0g) = 2 (6.6)

Here we take a value of m0 = 3 slugs for a small
experimental rocket. A typical value of the exhaust
speed c and the specific impulse Isp for an early
rocket such as the one tested by Goddard is given by

c = (3.264ghr)1/2 = 1581ft/s

Isp = c/g = 49.14sec (6.7)

The initial conditions are

h(0) = 0, v(0) = 0, m(0) = m0 = 3 slugs
(6.8)

The optimal control problem is to find the control his-
tory T (t) such as to maximize the final altitude (or the
altitude at burnout) h(t

f
) in a given time t

f
, where a

value t
f

= 18 sec was used in this example. The
state equations (6.1-6.3) with the initial conditions
(6.8) are to be solved in the optimization process. Be-
fore solving this problem, we first restate the problem
in non-dimensional form. Choosing the characteristic
speed (ghr)1/2 = 875 ft/s and the characteristic time
(hr/g)1/2 = 27.2 sec, we introduce nondimensional
variables, denoted here by primes:

h = hrh′, v = (ghr)1/2 v′, t = (hr/g)1/2 t′

m = m0m′, T = TMT ′, D = TMD′ (6.9)

Introducing the variables from Eq.(6.9) in the state
equations (6.1-6.3) and simplifying, the following
system of non-dimensional equations is obtained:

dh/dt = v (6.10)

mdv/dt = τT − τσ2 v2 exp(−h) −m (6.11)

dm/dt = −1.186 στT (6.12)

In this system of equations (6.10-6.12) all the vari-
ables are non-dimensional and the prime notation has
been omitted. Two independent non-dimensional pa-
rameters characterizing this problem are obtained: the
thrust to weight ratio τ , introduced before and a ratio
of two speeds σ defined by

τ = TM/(m0g) = 2, TM = 193 lbs

σ = (0.711ghr)1/2/c = 0.467 (6.13)

The non-dimensional initial conditions are:

h(0) = 0, v(0) = 0, m(0) = 1 (6.14)

The optimal control problem is to find the control his-
tory T (t) such as to maximize the final altitude (the
altitude at burnout) h(tf ) in a given normalized time

t′f = tf/(hr/g)1/2 = 0.662

subject to the state equations (6.10-6.12) and the ini-
tial conditions (6.14). The results of this continuous
time optimal control problem are given in Figures 4
and 5. Figure 4 shows the control history of the thrust
as a function of the time in seconds. In the genetic
search, the search range for the normalized thrust was
between a lower bound of (T/Tmax)L = 0.1 and an up-
per bound (T/Tmax)U = 1. It can be seen that the thrust
increases sharply during the first two seconds of the
flight and remains closer to 1 afterwards. Figure 5
displays the state variables, the altitude, the velocity
and the mass of the rocket as a function of time. The
mass of the rocket decreases almost linearly during
the flight due to the optimal control which requires
an almost constant thrust. This is in agreement with
the results of Betts (Betts, Eldersveld and Huffman,
1993) and (Bondarenko et al., 1999) who used a non-
linear programming method. See also (Dolan and
More, 2000).
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Figure 4: The thrust control history. The upper graph dis-
plays the value of the thrust normalized by maximum thrust.
The lower graph shows the actual thrust in lbs.

7 CONCLUSIONS

A new method for solving both discrete time and con-
tinuous time nonlinear optimal control problems with
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Figure 5: The state variables, the altitude, velocity and mass
of the rocket as a function of time

terminal constraints has been presented. Unlike other
methods that use the first-order necessary conditions
to find the optimum, the present method seeks the best
control history directly by a modified genetic search.
As a consequence of this direct search approach, there
is no need to develop a Hamiltonian formulation and
therefore there is no need to solve a difficult two-point
boundary value problem for the state and adjoint vari-
ables. This has a significant advantage in more ad-
vanced and higher order problems where it is diffi-
cult to solve the two point boundary value problem
(TPBVP) with large systems of ordinary differential
equations. There is a computational price to be paid,
however, since the method involves repetitive solu-
tions of the initial value problem (IVP) for the state
variables during the evolutionary process.

The method was demonstrated by solving a
discrete-time optimal control problem, namely, the
discrete velocity direction programming problem
(DVDP) of a body with the effects of gravity, thrust
and hydrodynamic drag. Benchmark problems of this
kind were pioneered by Bryson who used analytical
and gradient methods. This discrete time problem was
solved easily using the proposed approach and the re-
sults compared favorably with the results of Bryson.

The method was also applied to a continuous time
nonlinear optimal control problem, the Goddard’s
problem of rocket dynamics. The results compared
favorably with published results obtained by a non-
linear programming method.
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Abstract: Data from a process or system is often monitored in order to detect unusual events and this task is required in
many disciplines. A decision rule can be learned to detect anomalies from the normal operating environment
when neither the normal operations nor the anomalies to be detected are pre-specified. This is accomplished
through artificial data that transforms the problem to one of supervised learning. However, when a large col-
lection of variables are monitored, not all react to the anomaly detected by the decision rule. It is important to
interrogate a signal to determine the variables that are most relevant to or most contribute to the signal in order
to improve and facilitate the actions to signal. Metrics are presented that can be used determine contributors to
a signal developed through an artificial contrast that are conceptually simple. The metrics are shown to be re-
lated to traditional tools for normally distributed data and their efficacy is shown on simulated and actual data.

1 INTRODUCTION

Statistical process control (SPC) is used to detect
changes from standard operating conditions. In multi-
variate SPC a p×1 observation vector x is obtained at
each sample time. Some statistics, such as Hotelling’s
statistic (Hotelling, 1947), have been developed to
detect whether the observation falls in or out of the
control region representing standard operating condi-
tions. This leads to two important comments. First,
the control region is defined through an analytical ex-
pression which is based on the assumption of normal
distribution of the data. Second, after a signal further
analysis is needed to determine the variables that con-
tribute to the signal.

Our research is an extension of the classical meth-
ods in terms of the above two points. The results in
(Hwang et al., 2004) described the design of a control
region based only on training data without a distribu-
tional assumption. An artificial contrast was devel-
oped to allow the control region to be learned through
supervised learning techniques. This also allowed for
control of the decision errors through appropriate pa-
rameter values. The second question is to identify

variables that are most relevant to or most contribute
to a particular signal. We refer to these variables as
contributors to the signal. These are the variables that
receive priority for corrective action. Many industries
use an out-of-control action plan (OCAP) to react to
a signal from a control chart. This research enhances
and extends OCAP to incorporate learned control re-
gions and large numbers of variables.

It has been a challenge for even normal-theory
based methods to completely solve this problem.
The key issue is the interrelationships between the
variables. It is not sufficient to simply explore the
marginal distribution of each variable. This is made
clear in our illustrations that follow. Consequently,

A physical event, such as a broken pump or a
clogged pipe, might generate a signal from a control
policy. However, not all variables might react to this
physical event. Instead, when a large collection of
variables are monitored, often only a few contribute
to the signal from the control policy. For example,
although a large collection of variables might be mon-
itored, potentially only the pressure drop across a
pump might be sensitive to a clogged pipe. The ob-
jective of this work is to identify these contributors in
order to improve and facilitate corrective actions.
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early work (Alt, 1985; Doganaksay et al., 1991)
required improvement. Subsequent work under nor-
mal theory considered joint distributions of all sub-
sets of variables (Mason et al., 1995; Chua and Mont-
gomery, 1992; Murphy, 1987). However, this results
in a combinatorial explosion of possible subsets for
even a moderate number of variables. In (Rencher,
1993) and (Runger et al., 1996) an approach based
on conditional distributions was used that resulted in
feasible computations, again for normally distributed
data. Only one metric was calculated for each vari-
able. Furthermore, in (Runger et al., 1996) a num-
ber of reasonable geometric approaches were defined
and these were shown to result in equivalent met-
rics. Still, one metric was computed for each variable.
This idea is summarized briefly in a following sec-
tion. Although there are cases where the feasible ap-
proaches used in (Rencher, 1993) and (Runger et al.,
1996) are not sufficient, they are effective in many in-
stances, and the results indicate when further analysis
is needed. This is illustrated in a following section.

The method proposed here is a simple, computa-
tionally feasible approach that can be shown to gen-
eralize the normal-theory methods in (Rencher, 1993)
and (Runger et al., 1996). Consequently, it has the ad-
vantage of equivalence of a traditional solution under
traditional assumptions, yet provides a computation-
ally and conceptually simple extension. In Section 2
a summary is provided of the use of an artificial con-
trast with supervised learning is to generate a control
region. In Section 3 the metric used for contributions
is presented. The following section present illustra-
tive examples.

2 CONTROL REGION DESIGN

Modern data collection techniques facilitate the col-
lection of in-control data. In practice, the joint distri-
bution of the variables for the in-control data is un-
known and rarely as well-behaved as a multivariate
normal distribution. If specific deviations from stan-
dard operating conditions are not a priori specified,
leaning the control region is a type of unsupervised
learning problem. An elegant technique can be used
to transform the unsupervised learning problem to a
supervised one by using an artificial reference distri-
bution proposed by (Hwang et al., 2004). This is sum-
marized briefly as follows.

Suppose f(x) is an unknown probability density
function of in-control data, and f0(x) is a specified
reference density function. Combine the original data
set x1, x2, ..., xN sampled from f0(x) and a random
sample of equal size N drawn from f0(x). If we as-
sign y = −1 to each sample point drawn from f(x)
and y = 1 for those drawn from f0(x), then learning

control region can be considered to define a solution
to a two-class classification problem. Points whose
predicted y are −1 are assigned to the control region,
and classified into the “standard” or “on-target” class.
Points with predicted y equal to 1 are are classified
into the“off-target” class.

For a given point x, the expected value of y is

μ(x) = E(y|x) = p(y = 1|x) − p(y = −1|x)
= 2p(y = 1|x) − 1

Then, according to Bayes’ Theorem,

p(y = −1|x) =
p(y = −1, x)

p(x)

=
p(x| − 1)p(y = −1)

p(x| − 1)p(y = −1) + p(x|1)p(y = 1)
(1)

=
f(x)

f(x) + f0(x)

where we assume p(y = 1) = p(y = −1) for train-
ing data, which means in estimating E(y|x) we use
the same sample size for each class. Therefore, an
estimate of the unknown density f(x) is obtained as

f̂(x) =
1 − μ̂(x)
1 + μ̂(x)

× f0(x), (2)

where f0(x) is the known reference probability den-
sity function of the random data and μ̂(x)is learned
from the supervised algorithm. Also, the odds are

p(y = −1|x)
p(y = 1|x) =

f(x)
f0(x)

(3)

The assignment is determined by the value of μ̂(x).
A data x is assigned to the class with density f(x)
when

μ̂(x) < v,

and the class with density f0(x) when

μ̂(x) > v.

where v is a parameter that can used to adjust the error
rates of the procedure.

Any supervised learner is a potential candidate to
build the model. In our research, a Regularized Least
Square Classifier (RLSC) (Cucker and Smale, 2001)
is employed as the specific classifier. Squared error
loss is used with a quadratic penalty term on the co-
efficients (from the standardization the intercept is
zero). Radial basis functions are used at each ob-
served point with common standard deviation. That
is the mean of y is estimated from

μ(x) = β0 +
n∑

j=1

βj exp
(
−1

2
‖x− xj‖2/σ2

)

= β0 +
n∑

j=1

βjKσ(x, xj) (4)
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Also, let β = (β1, . . . , βn). The βj are estimated
from the penalized least squares criterion

min
β0,β

n∑
i=1

(
yi − β0 −

n∑
j=1

βj exp
(
− 1

2 ‖x − xj‖2/σ2
))2

+ γ‖β‖2

(5)
where n is the total number of observations in the
training data set. If the x’s and y are standardized
to mean zero then it can be shown that β̂0 = 0. Also,
let the matrix K denote the n× n matrix with (i, j)th
element equal to Kσ(xi, xj). Then for a fixed σ the
solution for β is

β̂ = (K + nγI)−1y (6)

and this is used to estimate μ(x).

3 CONTRIBUTORS TO A SIGNAL

In this section, a metric is developed to identify vari-
ables that contribute to a signal from SPC based upon
artificial contrasts. Suppose there are p correlated
variables (x1, x2, . . . , xp). Let x∗ be an observed data
point that results in a signal from the control scheme.
Define the set

Lk = {x|xi = x∗i , i �= k}
There are several reasonable metrics for the contri-

bution of variable xk to the out-of-control signal. We
use

ηk(x∗) = max
x∈Lk

f̂(x)

f̂(x∗)
(7)

This measures the change from f̂(x)/f̂(x∗) that can
be obtained from only a change to xk. If ηk(x∗) is
small then x∗k is not unusual. If ηk(x∗) is large, then a
substantial change can result from a change to xk and
xk is considered to be an important contributor to the
signal.

From (2) it can be shown that μ̂(x) is a monotone
function of the estimated density ratio f̂(x)/f̂0(x).
Therefore, the value xk ∈ Lk that maximizes the es-
timated density ratio also maximizes μ̂(x) over this
same set. In the special case that f0(x) is a uniform
density the value of xk ∈ Lk that maximizes μ̂(x)
also maximizes f̂(x) over this set. Consequently,
ηk(x∗) considers the change in estimated density that
can be obtained from a change to xk.

From (3) we have that ηk is the maximum odds ra-
tio obtained over Lk

ηk(x∗) = max
x∈Lk

p̂(y = −1|x)/p̂(y = 1|x)
p̂(y = −1|x∗)/p̂(y = 1|x∗) (8)

To compare values of ηk(x∗) over k the denominator
in (8) can be ignored and the numerator is a monotone
function of p̂(y = −1|x). Consequently, the value in

Lk that maximizes ηk(x∗) is the one that maximizes
p̂(y = −1|x). Therefore, the ηk(x∗) metric is similar
to one that scores the change in estimated probability
of an in-control point.

A point that is unusual simultaneously in more than
one variable, but not in either variable individually, is
not well identified by this metric. That is, if x∗ is
unusual in the joint distribution of (x1, . . . , xk) for
k ≤ p, but not in the conditional marginal distribu-
tion of f(xi|xj = x∗j , i �= j) then the metric is not
sensitive. This implies that the point is unusual in a
marginal distribution of more than one variable. Con-
sequently, one can consider a two-dimensional set

Ljk = {x|xi = x∗i , i �= j, k}
and a new metric

ηjk(x∗) = max
x∈Ljk

f̂(x)

f̂(x∗)
(9)

to investigate such points. This two-dimensional met-
ric would be applied if none of the one-dimensional
metrics ηk(x∗) are unusual. Similarly, higher-
dimensional metrics can be defined and applied as
needed. The two-dimensional metric ηjk(x∗) would
maximize the the estimated density over xj and xk. It
might use a gradient-based method or others heuris-
tics to conduct the search. The objective is only to
determine the pair of variables that generate large
changes in the estimated density. The exact value
of the maximum density is not needed. This per-
mits large step sizes to be used in the search space.
However, the focus of the work here is to use the
one-dimensional metrics ηk(x∗)’s. Because the con-
tribution analysis is only applied to a point which
generates a signal, no information for the set of one-
dimensional ηk’s implies that a two-dimensional (or
higher) metric needs to be explored. However, the
one-dimensional ηk’s are effective in many cases, and
they provide a starting point for all cases.

3.1 Comparison with a Multivariate
Normal Distribution

In this section, we assume the variables follow a mul-
tidimensional normal distribution. Under these as-
sumptions, we can determine the theoretical form of
the metric ηk(x∗). Given the estimate of the unknown
density f̂(x), define x0 as

x0 = argmaxx∈Lk
f̂(x)

For a multivariate normal density with mean vector μ
and covariance matrix Σ

x0 = argminx∈Lk
(x− μ)′Σ−1(x− μ)

Therefore, x0 is the point in Lk at which Hotelling’s
statistic is minimized. Consequently, x0 is the same
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point used in (Runger et al., 1996) to define the contri-
bution of variable xk in the multivariate normal case.
The use of the metric in (7) generalizes this previous
result from a normal distribution to an arbitrary distri-
bution.

4 ILLUSTRATIVE EXAMPLE

4.1 Learning the In-Control
Boundary

Cov(X) = CC′ =
(

1 0.5
0.5 1

)
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Figure 1: Learned Boundaries and Hotelling’s Boundary.

Table 1: Type I error for In-control Data.

cut-off value 0 0.2 0.4
the training data 0.085 0.0325 0.015
the testing data 0.1 0.0525 0.025

Table 2: Type II error for Out-of-control Data with
Different Shifted Means.

cut-off value 0 0.2 0.4
(1,0) 0.785 0.895 0.96
(1,1) 0.7275 0.8325 0.8975
(2,0) 0.4875 0.6125 0.7325
(2,2) 0.3225 0.45 0.565
(3,0) 0.1025 0.215 0.325
(3,3) 0.055 0.1025 0.185

Testing data sets are used to evaluate performance,
that is, Type I error and Type II error of the classifier.
They are generated from similar multivariate normal
distributions with or without shifted means. Each test-
ing data set has a sample size of 400.

Table 1 gives the Type I error for the training data
and for the testing data whose mean is not shifted. It
shows that the Type I error decreases when the cut-
off value of the boundary increases. Table 2 gives the
Type II error for the testing data with shifted mean. It
shows that for a given shift, the Type II error increases
when the cut-off value of the boundary increases. It
also illustrates that, for a given cut-off value, the fur-
ther the mean shifts from the in-control mean, the
lower the Type II error.

4.2 Contribution Evaluation

The probability density function of the in-control data
f(x) is estimated by (2). For the normal distribution
in Section 3.1 examples are provided in the cases of
two-dimensions (Figure 2) and 30-dimensions (Fig-
ure 3).

For the case of two dimensions, Figure 1 shows 4
points at (3, 0), (3, 1), (3, 2), (3, 3). The correspond-
ing curves for f̂(x) for each point are shown in Fig-
ure 4 through Figure 7. These figures show that the
variable that would be considered to contribute to the
signal for points (3, 0) and (3, 1) is identified by the
corresponding curve. For point (3, 2) the variable is
not as clear and the curves are also ambiguous. For
the point (3, 3) both variables can be considered to
the signal and this is indicated by the special case
where all curve are similar. That is, no proper subset
of variables is identified and this is an example where
a higher-dimensional analysis (such as with ηjk(x∗))
is useful.

To demonstrate that our method is an extension of the
traditional method, first we assume that the in-control
data follow a multivariate normal distribution. In the
case of two variables, we capture a smooth, closed
elliptical boundary. Figure 1 shows the boundary
learned through an artificial contrast and a supervised
learning method along with the boundary specified
by Hotelling’s statistic (Hotelling, 1947) for the
in-control data.

The size of in-control training data is 400 and the
size of uniform data is also 400. The in-control
training data are generated from the two-dimensional
normal distribution X = C ∗ Z with covariance

and Z following two-dimensional joint standardized
normal distribution with ρ = 0. The smoothing
parameter for the classifier is γ = 4/800. The param-
eter for the kernel function is σ =

√
8. The out-of-

control training data are generated from the reference
distribution. There are four unusual points: A (3, 0),
B (3, 1), C (3, 2), and D (3, 3).
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Figure 2: Density estimate for two dimensions.
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Figure 3: Density estimate for thirty dimensions.

4.3 Example in 30 Dimensions

For a higher dimensional example, consider p = 30
dimensions. Out-of-control points are generated and
density curves are produced for each variable. These
curves are proportional to the conditional density with
all the other variables at the observed values. For p =
30 the size of in-control training data is 200 and the
size of the uniform data is also 200. Curves for out-
of-control points

A = (3, 0, . . . , 0)

B = (3,−3, 0, . . . , 0)

C = (3, 3, . . . , 3)

are generated. For p = 30 dimensions the density
curves are shown in Figure 8 through Figure 10. Note
that the changes in density match the contributors to
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Figure 4: f(x1, 0) and f(3, x2).
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Figure 5: f(x1, 1) and f(3, x2).

an unusual point. Note that for point C the density
metric does not indicate any subset of variables as
contributors. This is a special case and such a graph
implies that all variables contribute to the signal from
the chart because these graphs are only generated af-
ter a signal from a control has been generated. Such a
special case is also distinguished from cases where
only a proper subset of variables contribute to the
signal.

For the particular case of p = 30 dimensions,
values of ηk(xi) are calculated for these points and
k = 1, . . . , 30 in Figure 11 through Figure 13. The
results indicate the this metric can identify variables
that contribute to the signal. For point C similar com-
ments made for the density curves apply here. The
metric does not indicate any subset of variables as
contributors. This is a special case and such a graph
implies that all variables contribute to the signal from
the chart.
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Figure 6: f(x1, 2) and f(3, x2).

−4 −3 −2 −1 0 1 2 3 4
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2
Based on Values

k=1
k=2
(3  3)

Figure 7: f(x1, 3) and f(3, x2).

5 MANUFACTURING EXAMPLE
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Figure 8: Density f(x) as a function of xk for k = 1,
2, . . . , 30 for Point A.
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Figure 9: Density f(x) as a function of xk for k = 1,
2, . . . , 30 for Point B.

The data set was from a real industrial process. There
are 228 samples in total. To illustrate our problem,
we use two variables. Here, Hotelling T 2 is employed
to find out in-control data. The mean vector and co-
variance matrix are estimated from the whole data set
and T 2 follows a χ2 distribution with two degrees of
freedom. The false alarm, α, is set as 0.05 in order
to screen out unusual data. Figure 14 displays the
Hotelling T 2 for each observation. From the results,
we obtain 219 in-control data points that are used as
the training data.

Figure 15 shows the learned boundaries with dif-
ferent cut-off values and the Hotelling T 2 boundary

with α being 0.005. The learned boundary well cap-
tures the characteristic of the distribution of the in-
control data. We select the learned boundary with cut-
off v = 0.4 as the decision boundary and obtain three
unusual points: Point 1, 2, and 4. The metric is ap-
plied to Point 2 and 4 and Table 3 and it demonstrates
η values for each dimension for each point. Figure 16
and Figure 17 demonstrate f(x1, x2) when as func-
tions of x1 and x2 for Point 2 and 4, respectively. For
Point 2, η1 is significantly larger than η2 so the first
variable contributes to the out-of-control signal. For
Point 4, η1 and η2 are close so both variables con-
tributes to the out-of-control signal.
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Figure 10: Density f(x) as a function of xk for k = 1,
2, . . . , 30 for Point C.
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Figure 11: Contributor metric ηk for variables k = 1,
2, . . . , 30 for Point A.

6 CONCLUSIONS

A supervised method to learn normal operating con-
ditions provides a general solution to monitor systems
of many types in many disciplines. In addition to
the decision rule it is important to be able to inter-
rogate a signal to determine the variables that con-
tribute to it. This facilitates an actionable response
to a signal from decision rule used to monitor the
process. In this paper, contributors to a multivari-
ate SPC signal are identified from the same func-
tion that is learned to define the decision rule. The
approach is computationally and conceptually sim-
ple. It was shown that the method generalizes a tra-
ditional approach for traditional multivariate normal
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Figure 12: Contributor metric ηk for variables k = 1,
2, . . . , 30 for Point B.
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Figure 13: Contributor metric ηk for variables k = 1,
2, . . . , 30 for Point C.

theory. Examples show that the method effectively re-
produces solutions for known cases, yet it generalizes
to a broader class of problems. The one-dimensional
metric used here would always be a starting point for
such a contribution analysis. Future work is planned
to extend the metric to two- and higher-dimensions
to better diagnose contributors for cases in which the
one-dimensional solution is not adequate.

Table 3: η for Point 2 and 4.

η1 η2
Point 2 16.791 1.0001
Point 4 3.6737 1.6549

Contributors to a Signal from an Artificial Contrast
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Figure 14: Hotelling T 2.
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Figure 15: Learned Boundaries and Hotelling T 2.
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Abstract: This paper considers time-optimal control for a container crane based on a Model Predictive Control approach.
The model we use is nonlinear and it is planar, i.e. we only consider the swing (not the skew) and we take
constraints on the input signal into consideration. Since the time required for the optimization makes time-
optimal not suitable for fast systems and/or complex systems, such as the crane system we consider, we
propose an off-line computation of the control law by using a neural network. After the neural network has
been trained off-line, it can then be used in an on-line mode as a feedback control strategy.

1 INTRODUCTION

The need for fast transport of containers from quay
to ship and from ship to quay, is growing more and
more. Since ships and their container capacity grow
larger, a more time efficient manner of (un)loading
containers is required. Shipping companies focus on
maximizing the sailing hours and reducing the hours
spent in port. A longer stay in port will eliminate the
profit gained at sea for the large vessels and can hardly
be considered as an option.

Much research has been done on the crane mod-
elling and control (Marttinen et al., 1990; Fliess et al.,
1991; Hämäläinen et al., 1995; Bartolini et al., 2002;
Giua et al., 1999) however most models are lin-
earized. In this paper we study time-optimal control
for a container crane using a nonlinear model. The
drawback of time-optimal control, in the presence of
constraints, is its demand with respect to computa-
tional complexity. This doesn’t make time-optimal
control suitable for fast systems, such as the crane
system. To overcome this problem a neural network
can be used. It can be trained off-line to ’learn’ the
control law obtained by the time-optimal controller.
After the neural network has been trained off-line, it
can then be used in an on-line mode as a feedback
control strategy. In Nonlinear Model Predictive Con-
trol (MPC) an off-line computation of the control law
using a feed-forward neural network was already pro-

posed by (Parisini and Zoppoli, 1995). The off-line
approach was also followed in (Pottman and Seborg,
1997), where a radial basis function network was used
to ‘memorize’ the control actions. In this paper we
extend these ideas to time-optimal control.

Section 2 describes the continuous-time model of
the crane and the conversion from the continuous-
time model to a discrete-time model. Section 3 dis-
cusses time-optimal control. Section 4 gives an out-
line of a feedforward network and discuss the best ar-
chitecture of the neural network with respect to the
provided training data. Section 5 gives conclusions
about how well the time-optimal controller performs
in real time.

2 CRANE MODEL

A dynamical crane model is presented in this section.
A schematic picture of the container crane is shown
in Figure 1. The container is picked up by a spreader,
which is connected to a trolley by the hoisting cables.
One drive in controlling the motion of the trolley and
another drive is controlling the hoisting mechanism.
The electrical machines produce the force FT acting
on the trolley and the hoisting force FH and providing
the motion of the load. The dynamics of the electrical
motors is not included in the model. The combina-
tion of the trolley and the container is identified as a

J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 79–84. 
© 2007 Springer. 
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two-sided pendulum. The elastic deformation in the
cables and the crane construction is neglected. The
load (spreader and container) is presented as a mass
mc hanging on a massless rope. Friction in the system
is neglected. Only the swing of the container is con-
sidered while other motions like skew are not taken
into account. Further, the sensors are supposed to be
ideal without noise. The influence of wind and sensor
noise can be included in the model as disturbances.
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Figure 1: Jumbo Container Crane model.

The continuous time model is presented by the fol-
lowing equations:

ẍt =
mcGhg sin θ cos θ +mcGhlθ̇

2 sin θ
(mc +Gh) (mt +Gt) +Ghmc (1 − cos2 θ)

+
FT (mc +Gh) −mcFH sin θ

(mc +Gh) (mt +Gt) +Ghmc (1 − cos2 θ)
(1)

θ̈ =
−ẍt cos θ − 2l̇θ̇ − g sin θ

l
(2)

l̈ =
FH −mcẍt sin θ +mclθ̇

2 +mcg cos θ
mc +Gh

(3)

where xt is position of the trolley, θ is the swing an-
gle, l is the length of the cable, mc is the container
mass, mt is the trolley mass, Gt is the virtual trolley
motor mass, Gh is the virtual hoisting motor mass,
FT transversal force and FH is the hoisting force.

By defining the following state and control signals

z =

⎡
⎢⎢⎢⎢⎢⎣

xt

ẋt

θ

θ̇
l

l̇

⎤
⎥⎥⎥⎥⎥⎦ , u =

[
FT

(FH − FH0)

]
,

where FH0 = −mcg is used to compensate gravity
of the container, we obtain the continuous dynamic
system in the following form:

ż(t) = f (z(t), u(t)) (4)

Discrete-time model

Since the controller we will use is discrete, a discrete-
time model is needed. We have chosen Euler’s
method because it is a fast method. The Euler ap-
proximation is given by:

z(k + 1) = z(k) + T · f (k, z(k), u(k)) (5)

where the integration interval �t is the sampling
time T .

3 TIME-OPTIMAL CONTROL

In this paper we consider time-optimal control for
the crane. Some papers recommend the planning of
a time-optimal trajectory and use this as a reference
path for the container to follow (Gao and Chen,
1997; Kiss et al., 2000; Klaassens et al., 1999).
We have chosen not to determine a pre-calculated
time-optimal path and subsequently use this as a
reference, in stead we calculate the time-optimal path
using a two step iteration. In a first step we propose a
specific time interval N and evaluate if there is a fea-
sible solution that brings the container to the desired
end-position (xc,des, yc,des) within the proposed time
interval N . In the second step we enlarge the time
interval if no feasible solution exists, or we shrink
the interval if there is a feasible solution. We iterate
over step 1 and step 2 until we find the smallest time
intervalNopt for which there exists a feasible solution.

First step:
To decide, within the first step, whether there is a
feasible solution for a given time interval N , we
minimize a Model Predictive Control (MPC) type
cost-criterion J(u, k) with respect to the time inter-
val constraint and additional constraint for a smooth
operation of the crane. In MPC we consider the fu-
ture evolution of the system over a given prediction
period [k + 1, k +Np], which is characterized by the
prediction horizon Np (which is much larger than the
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proposed time interval), and where k is the current
sample step. For the system Eq. (5) we can make an
estimate ẑ(k + j) of the output at sample step k + j
based on the state z(k) at step k and the future input
sequence u(k), u(k+1), . . . , u(k+j−1). Using suc-
cessive substitution, we obtain an expression of the
form

ẑ(k+j) = Fj(z(k), u(k), u(k+1), . . . , u(k+j−1))

for j = 1, . . . , Np. If we define the vectors

ũ(k) =
[
uT(k) . . . uT(k +Np − 1)

]T
(6)

z̃(k) =
[
ẑ(k + 1) . . . ẑ(k +Np)

]T
, (7)

we obtain the following prediction equation:

z̃(k) = F̃ (z(k), ũ(k)) . (8)

The cost criterion J(u, k) used in MPC reflects the
reference tracking error (Jout (ũ, k)) and the control
effort (Jin (ũ, k)):

J(ũ, k) = Jout (ũ, k) (k) + λJin (ũ, k) (k)

=
Np∑
j=1

|x̂c(k+j) − xc,des|2 + |ŷc(k+j) − yc,des|2

+ λ|u(k + j − 1)|2 (9)

where xc = ẑ1 + ẑ5 sin ẑ3 is the x-position of the
container, yc = ẑ5 cos ẑ3 is the y-position of the con-
tainer, and λ is a nonnegative integer. From the above
it is clear that J(k) is a function of z̃(k) and ũ(k), and
so is a function of z(k) and ũ(k).

In practical situations, there will be constraints on
the input forces applied to the crane:

−FT max ≤ u1 ≤ FT max,
FH max − FH0 ≤ u2 ≤ −FH0.

(10)

where, because of the sign of FH , we have FH max <
0 and FH0 = −mcg < 0. Further we have the time
interval constraints that

|x̂c(N + i) − xc,des| ≤ εx, i ≥ 0
|ŷc(N + i) − yc,des| ≤ εy, i ≥ 0 (11)

which means that at the end of the time interval N
the container must be at its destination with a desired
precision εx and εy , respectively.

Consider the constrained optimization problem to
find at time step k a ũ(k) where:

ũ∗(k) = argmin
ũ
J (ũ, k)

subject to Eq. (10) and (11). Note that the above opti-
mization is a nonlinear optimization with constraints.
To reduce calculation time for the optimization we
can rewrite the constrained optimization problem into
an unconstrained optimization problem by introduc-
ing auxiliary input variables for the force constraints

and penalty functions to account for the time interval
constraint. For the force constraints we consider the
auxiliary inputs v1 and v2:

u1 = α arctan
( v1

α

)

u2 =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

β arctan
(

v2
β

)
, v2 < 0

v2, 0 < v2 < (βπ/2)

γ + β arctan
(

v2−γ
β

)
, v2 > (βπ/2)

where α = 2FT max/π, β = 2(FH max −FH0)/π and
γ = FH max − 2FH0. Note that for all v1, v2 ∈ R

input force constraints Eq. (10) will be satisfied.
For the time interval constraints we define the

penalty function:

Jpen (ũ, k) =
Np∑

j=N−k

μ|x̂c(k+j) − xc,des|2

+μ|ŷc(k+j) − yc,des|2 (12)

where μ� 1. Beyond the time interval (so for k+j ≥
N ) the influence of any deviation from the desired
end point is large and the container position and speed
must then be very accurate.

Instead of the constrained optimization problem we
have now recast the problem as an unconstrained op-
timization problem at time step k:

ṽ∗(k) = arg min
ṽ
J (ũ(ṽ), k) + Jpen (ũ(ṽ), k)

where

ṽ(k) =
[
vT(k) . . . vT(k +Np − 1)

]T
For the optimization we use an iterative optimization
algorithm where in each iteration step we first select
a search direction and then we perform a line search,
i.e., an optimization along the search direction. The
search direction is according the Broyden-Fletcher-
Goldfarb-Shanno method and for the line search we
have chosen a mixed quadratic and cubic polynomial
method.

Second step:
In the first step we have a constant penalty function
shifting point N , which has to be chosen differently
for every different initial state and steady state. When
we have chosen a value forN for a certain initial state
and steady state such that the states converge, we can
lower the value of N . On the other hand, when we
have chosen a value for N for a certain initial state
and steady state such that the states do not converge
within the allowed region, we have to increase the
value of N . When we have found the optimal value
N = Nopt if for N there exists a feasible solution,
and reduction of N will lead to an infeasible prob-
lem. In other words, The determination of Nopt has

Real-Time Time-Optimal Control
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become a feasibility study. To determine the optimal
valueNopt for each different initial state z0 and steady
state (xc,des, yc,des) in an efficient way, we have im-
plemented a simple binary search algorithm.

4 NEURAL NETWORK

Since the time required for the optimization makes
time-optimal control not suitable for fast systems, we
propose an off-line computation of the control law
using a neural network. We assume the existence
of a function that maps the state to the optimal con-
trol action, and this function is continuous. Continu-
ous functions can be approximated to any degree of
accuracy on a given compact set by feedforward neu-
ral networks based on sigmoidal functions, provided
that the number of neural units is sufficiently large.
However, this assumption is only valid if the solution
to the optimization problem is unique. After the neu-
ral network controller has been constructed off-line,
it can then be used in an on-line mode as a feedback
control strategy. Because the network will always be
an approximation, it cannot be guaranteed that con-
straints are not violated. However, input constraints,
which are the only constraints we consider, can al-
ways be satisfied by limiting the output of the net-
work.

Training of the neural network

We have covered the workspace of the crane as can
be seen in Table 1. We have considered all initial

Table 1: Values of x0 and xdes.
xt0 = 0 [m]
xt,des = {0, 5, 10, . . . , 60} [m]
l0 = {5, 10, 15, . . . , 50} [m]
ldes = {5, 10, 15, . . . , 50} [m]

speeds zero, i.e. ẋt0 , θ̇0, l̇0 as well as the swing angle
θ0 are zero. The initial state for the trolley, xt0 , is
always zero, and the steady state is within the range
0 ≤ xt,des ≤ 60 m , with steps of 5 m. The dynamical
behavior of the crane depends on the distance of the
trolley travelling xt − xt,des and not on its position.
This explains why we only consider xt0 = 0 m.

We don’t consider simulations where we start and
end in the same states, or in other words, where we
stay in equilibrium. Thus the total amount of different
combinations of initial states x0 and steady states xdes

is 13 × 10 × 10 − 10 = 1290.
It is of utmost importance to keep the number of

inputs and outputs of the neural network as low as
possible. This to avoid unnecessary complexity with
respect to the architecture of the neural network. No-

tice that most of the steady states we use for the con-
trol problem, are always zero and can be disregarded
for the input signal of the neural network. The only
exceptions are xt,des and ldes. Furthermore, we can
reduce the number of inputs by taking the distance of
the trolley travelling xt − xt,des, while still providing
the same dynamic behavior. We cannot reduce the
number of the outputs, hence for the minimum num-
ber of inputs (z) and outputs (y) we have:

z =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

xt − xt,des

ẋt

θ

θ̇
l

l̇
ldes

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
, u =

[
u1

u2

]

We can reduce the dimension of the input vector even
more by using principal component analysis as a pre-
processing strategy. We eliminate those principal
components which contribute less than 2 percent. The
result is that the total number of inputs now is 6 in
stead of 7.

We have trained the neural network off-line with
the Levenberg-Marquardt algorithm. We have used
one hidden layer and we have used Bayesian regular-
ization to determine the optimal setting of hidden neu-
rons. For more detail about Bayesian regularization
we refer to (Mackay, 1992) and (Foresee and Hagan,
1997).

For the results we refer to Table 2 where m1 de-
notes the number of neurons of the first (and only)
hidden layer, ETr, ETst and EV al denote the sum of
squared errors on the training subset, test subset and
on the validation subset respectively. The sum of
squares on the error weights is denotes by Ew and
Weff is the effective number of parameters.

Table 2: Bayesian regularization results for a 6-m1-2 feed-
forward network.

m1 ETr ETst EV al Ew Weff

5 42318 26759 14182 176 46.9
10 34463 29379 11568 226 90.6
20 24796 32502 8425 2164 180
30 24318 32819 8270 1219 268
40 21636 33573 7411 1099 357
50 18726 34617 6420 2270 445
60 19830 34152 6831 813 535
70 3462 7315 1424 1453 618
80 3599 7350 1473 828 704
90 3337 7459 1409 1232 793

100 3404 7473 1459 923 875
110 3225 7371 1401 1100 964
120 3237 7401 1437 1005 1046
130 3512 7281 1415 982 977

T.J.J. van den Boom et al.
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Figure 2: Comparison of simulation results between the time-optimal controller (solid line) and the neural network approxi-
mation (dashed line).

We have tested the neural network controller as a
feedback control strategy in an online mode. Fig-
ure 2 shows a comparison between the neural net-
work controller and the time-optimal controller where
the dashed line denotes the simulation for the time-
optimal controller and the solid line denotes the neu-
ral network simulation. The result seems satisfactory.
The total cpu time of the neural network was 2.5 s and
the total cpu time of the time-optimal controller was
17 minutes and 58 seconds. The neural network con-
troller can easily be implemented in an online mode
as a feedback control strategy.

5 DISCUSSION

In this paper an implementation of a time-optimal
controller for a planar crane system is presented,
based on an MPC approach. A nonlinear state space
system was used for a model and we have imple-
mented on the inputs. We have trained a neural net-

work off-line with the training data obtained from the
time-optimal controller. We have used Bayesian reg-
ularization to determine the optimal settings of the
total number of hidden neurons. The trained neural
network can be used in an online feedback control
strategy.

In future research we will search methods to obtain
the data, necessary for training the neural networks,
in an efficient way, and to avoid redundancy. Further
we will include the skew motion of the container, and
introduce trajectory constraints to prevent collision of
the container with other objects.
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Abstract: The new contribution of this paper is the definition of the visual navigation as a global visual control task which
implies continuity problems produced by the changes of visibility of image features during the navigation. A
new smooth task function is proposed and a continuous control law is obtained by imposing the exponential
decrease of this task function to zero. Finally, the visual servoing techniques used to carry out the navigation
are the image-based and the intrinsic-free approaches. Both are independent of calibration errors which is
very useful since it is so difficult to get a good calibration in this kind of systems. Also, the second technique
allows us to control the camera in spite of the variation of its intrinsic parameters. So, it is possible to modify
the zoom of the camera, for instance to get more details, and drive the camera to its reference position at the
same time. An exhaustive number of experiments using virtual reality worlds to simulate a typical indoor
environment have been carried out.

1 INTRODUCTION

Image-based visual servoing approach is now a well
known control framework (Hutchinson et al., 1996).
A new visual servoing approach, which allows to con-
trol a camera with changes in its intrinsic parame-
ters, has been published in the last years (Malis and
Cipolla, 2000; Malis, 2002c). In both approaches,
the reference image corresponding to a desired po-
sition of the robot is generally acquired first (during
an off-line step), and some image features extracted.
Features extracted from the initial image or invariant
features calculated from them are used with those ob-
tained from the desired one to drive back the robot to
its reference position.

The framework for robot navigation proposed is
based on pre-recorded image features obtained during
a training walk. Then, we want that the mobile robot
repeat the same walk by means of image-based and
intrinsic-free visual servoing techniques. The main
contribution of this paper are the definition of the vi-
sual navigation as a global visual control task. It im-
plies continuity problems produced by the changes
of visibility of image features during the navigation
and the computing of a continuous control law asso-
ciated to it.

According to our knowledge, the approximation
proposed to the navigation is totally different and new
in the way of dealing with the features which go
in/out of the image plane during the path and sim-
ilar to some references (Matsumoto et al., 1996) in
the way of specifying the path to be followed by the
robot.

2 AUTONOMOUS NAVIGATION
USING VISUAL SERVOING
TECHNIQUES

The strategy of the navigation method used in this
paper is shown in Figure 1. The key idea of this
method is to divide the autonomous navigation in two
stages: the first one is the training step and the sec-
ond one is the autonomous navigation step. Dur-
ing the training step, the robot is human commanded
via radio link or whatever interface and every sample
time the robot acquires an image, computes the fea-
tures and stores them in memory. Then, from near
its initial position, the robot repeat the same walk us-
ing the reference features acquired during the training
step.
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Mobile robot: Reference pose

Mobile robot: Current pose

Teaching step
Recording

features sequence

Autonomous Navigation
based on recorded
features sequence

1.- Acquire image
2.- Compute features
3.- Record features

In each sample time :

T0

T1

T2

T3

T4

Tn

Figure 1: The strategy of the navigation method im-
plemented. First a training step and the autonomous
navigation.

2.1 Control Law

As it was mentioned in Section 1, image-based and
intrinsic-free visual servoing approaches (Hutchinson
et al., 1996; Malis and Cipolla, 2000) was used to de-
velop the autonomous navigation of the robot. Both
approaches are based on the selection of a set s of vi-
sual features or a set q of invariant features that has
to reach a desired value s∗ or q∗. Usually, s is com-
posed of the image coordinates of several points be-
longing to the considered target and q is computed as
the projection of s in the invariant space calculated
previously. In the case of our navigation method, s∗
or q∗ is variable with time since in each sample time
the reference features is updated with the desired tra-
jectory of s or q stored in the robot memory in order
to indicate the path to be followed by the robot.

To simplify in this section, the formulation pre-
sented is only referred to image-based visual ser-
voing. All the formulation of this section can be
applied directly to the invariant visual servoing ap-
proach changing s by q. The visual task function
(Samson et al., 1991) is defined as the regulation of
an global error function instead of a set of discrete
error functions (Figure 2):

e = C(s− s∗(t)) (1)

The derivative of the task function, considering C
constant, will be:

ė = C(ṡ− ṡ∗) (2)

It is well known that the interaction matrix L , also
called image jacobian, plays a crucial role in the de-
sign of the possible control laws. L is defined as:

ṡ = L v (3)

where v = (VT, ωT) is the camera velocity screw
(V and ω represent its translational and rotational
component respectively).

E
rr

o
r

Iterations

0

Global Task

Sub-Task 1
Sub-Task 2
Sub-Task 3
Sub-Task 4

Discreet
Total
Task

Figure 2: Navigation as a global task vs discretization of the
navigation task.

Plugging the Eq. (3) in (2) we obtain:

ė = CLv − C ṡ∗ (4)

A simple control law can be obtained by imposing
the exponential convergence of the task function to
zero:

ė = −λ e so CLv = −λ e + C ṡ∗ (5)

where λ is a positive scalar factor which tunes the
speed of convergence:

v = −λ (CL)−1e + (CL)−1C ṡ∗ (6)

function converge to zero and, in the absence of local
minima and singularities, so does the error s − s∗.
Finally substituting C by L+ in Eq. (6), we obtain the
expression of the camera velocity that is sent to the
robot controller:

v = −λ L+ (s − s∗(t)) + L+ ṡ∗ (7)

Remember that the whole formulation is directly
applicable to the invariant visual servoing approach
changing s by q. As will be shown in the next section,
discontinuities in the control law will be produced by
the appearance/disappearance of image features dur-
ing the navigation of the robot. The answer to the
question: why are these discontinuities produced and
their solution are presented in the following section.

3 DISCONTINUITIES IN VISUAL
NAVIGATION

In this section, we describe more in details the dis-
continuity problem that occurs when some features
go in/out of the image during the vision-based con-
trol. A simple simulation illustrate the effects of the
discontinuities on the control law and on the perfor-
mances of the visual servoing. The navigation of a
mobile robot is a typical example where this kind of
problems are produced.

if C is setting to L+, then (CL) > 0 and the task

C. Pérez et al.
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Figure 3: Navigation of a mobile robot controlled by visual
servoing techniques.

3.1 What Happens When Features
Appear or Disappear
from the Image Plane?

During autonomous navigation of the robot, some
features appear or disappear from the image plane so
they will must be added to or removed from the visual

error vector (Figure 3). This change in the error vec-
tor produces a jump discontinuity in the control law.
The magnitude of the discontinuity in control law de-
pends on the number of the features that go in or go
out of the image plane at the same time, the distance
between the current and reference features, and the
pseudoinverse of interaction matrix.

In the case of using the invariant visual servoing ap-
proach to control the robot, the effect produced by the
appearance/disappearance of features could be more
important since the invariant space Q used to compute
the current and the reference invariant points(q,q∗)
changes with features(Malis, 2002c).

4 CONTINUOUS CONTROL LAW
FOR NAVIGATION

In the previous section, the continuity problem of the
control law due to the appearance/disappearance of
features has been shown. In this section a solution is
presented. The section is organized as follows. First,
the concept of weighted features is defined. Then, the
definition of a smooth task function is presented. Fi-
nally, the reason to reformulate the invariant visual
servoing approach and its development is explained.

4.1 Weighted Features

The key idea in this formulation is that every feature
(points, lines, moments, etc) has its own weight which
may be a function of image coordinates(u,v) and/or a
function of the distance between feature points and
an object which would be able to occlude them, etc
(Garcı́a et al., 2004). To compute the weights, three
possible situations must be taking into account:

4.1.1 Situation 1: Changes of Visibility Through
the Border of the Image (Zone 2
in Figure 4a)

To anticipate the changes of visibility of features
through the border, a total weight Φuv is computed
as the product of the weights of the current and ref-
erence features which are function of their position in
the image (γi

uv, γi
uv

∗
). The weight γi

uv = γi
u · γi

v is
computed using the definition of the function γy(x)
(γi

u = γy(ui) and γi
v = γy(vi) respectively) (Garcı́a

et al., 2004).

4.1.2 Situation 2: The Sudden Appearance
of Features on the Center of the Image
(Zone 1 in Figure 4b)

To take into account this possible situation, every
new features (current and reference) must be checked

Image-Based and Intrinsic-Free Visual Navigation
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Figure 4: Appearance/Disappearance of image features
through the border and the center of the image during the
navigation of the mobile robot.

previously to known if they are in Zone 2 or Zone 1.
If the new features are in Zone 2, the appearance of
the features are considered in Situation 1. If they are
in Zone 1, a new weight function must be defined to
add these new features in a continuos way.

The weight function proposed Φi
a is a exponential

function that tends to 1, reaching its maximum after
a certain number of steps which can be modified with
the α and β parameters (Figure 5):

Φi
a(t) = 1 − e−α · tβ α, β > 0 (8)

4.1.3 Situation 3: The Sudden Disappearance
of Features on the Center of the Image
because of a Temporal or Definitive
Occlusion (Zone 1 in Figure 4b)

In this situation, the occlusions produced in the teach-
ing step on the Zone 1 are only considered since they

can be easily anticipated by the observation of refer-
ence features vector prerecorded previously.

To take into account this possible situation, a new
weight function must be defined to remove these fea-
tures from the current and reference vector in a con-
tinuos way. The weight function proposed Φi

o is a
exponential function that tends to 0, reaching its min-
imum after a certain number of steps which can be
modified with the ν and σ parameters:

Φi
o(t) = e−ν · tσ ν, σ > 0 (9)
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Figure 5: Plotting Φa in function of α and β.

4.1.4 Global Weight Function Φi

In this section, a global weight function Φi which in-
cludes the three possible situations commented before
is presented. This function is defined as the product
of the three weight functions (Φi

uv , Φi
a y Φi

o) which
takes into account the three possible situations:

Φi = Φi
uv · Φi

a · Φi
o where Φi ∈ [0, 1] (10)

4.2 Smooth Task Function

Suppose that n matched points are available in the
current image and in the reference features stored.

have a weight Φi which can be computed as it’s shown
in the previous subsection 4.1. With them and their
weights, a task function can be built (Samson et al.,
1991):

e = CW (s− s∗(t)) (11)

where W is a (2n×2n) diagonal matrix where its ele-
ments are the weights Φi of the current and reference
features multiplied by the weights of the reference
features.

The derivate of the task function will be:

ė = CW (ṡ− ṡ∗)+ (CẆ+ ĊW)(s− s∗(t)) (12)

Everyone of these points (current and reference) will

C. Pérez et al.
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Plugging the equation (ṡ = L v) in (12) we obtain:

ė = CW (Lv−ṡ∗)+(CẆ+ĊW)(s−s∗(t)) (13)

A simple control law can be obtained by imposing the
exponential convergence of the task function to zero
(ė = −λe), where λ is a positive scalar factor which
tunes the speed of convergence:

v = −λ (CWL)−1e + (CWL)−1CWṡ∗ +

− (CWL)−1 (CẆ + ĊW) (s − s∗(t))(14)

if C is setting to (W∗L∗)+,then (CWL) > 0 and
the task function converge to zero and, in the absence
of local minima and singularities, so does the error
s−s∗. In this case, C is constant and therefore Ċ = 0.
Finally substituting C by (W∗L∗)+ in Eq. (14), we
obtain the expression of the camera velocity that is
sent to the robot controller:

v = −(W∗L∗)+ (λW + Ẇ) (s− s∗(t)) +
+ (W∗L∗)+Wṡ∗ (15)

A block diagram of the controller proposed is shown
in Figure 6.

4.3 Visual Servoing Techniques

The visual servoing techniques used to carry out the
navigation are the image-based and the intrinsic-free
approaches. In the case of image-based visual servo-
ing approach, the control law (15) is directly appli-
cable to assure a continuous navigation of a mobile
robot. On the other hand, when the intrinsic-free ap-
proach is used, this technique must be reformulated to
take into account the weighted features.

4.3.1 Intrinsic-free Approach

The theoretical background about invariant visual ser-
voing can be extensively found in (Malis, 2002b;
Malis, 2002c). In this section, we modify the ap-
proach in order to take into account weighted features
(Garcı́a et al., 2004).

Basically, the weights Φi defined in the previous
subsection must be redistributed(γi) in order to be
able to build the invariant projective space Qγi where
the control will be defined.

Similarly to the standard intrinsic-free visual ser-
voing, the control of the camera is achieved by
stacking all the reference points of space Qγi in a
(3n×1) vector s∗(ξ∗) = (q∗

1(t),q
∗
2(t), · · · ,q∗

n(t)).
Similarly, the points measured in the current cam-
era frame are stacked in the (3n×1) vector s(ξ) =
(q1(t), q2(t), · · · , qn(t)). If s(ξ) = s∗(ξ∗) then
ξ = ξ∗ and the camera is back to the reference po-
sition whatever the camera intrinsic parameters.

In order to control the movement of the camera,
we use the control law Eq. (15) where W depends
on the weights previously defined and L is the in-
teraction matrix. The interaction matrix depends on
current normalized points mi(ξ) ∈ M (mi can be
computed from image points mi = K−1 pi), on the
invariant points qi(ξ) ∈ Qγ , on the current depth dis-
tribution z(ξ) = (Z1, Z2, ..., Zn) and on the current
redistributed weights γi. The interaction matrix in the
weighted invariant space (Lγi

qi = T γi

mi (Lmi−Cγi

i ))is
obtained like in (Malis, 2002a) but the term Cγi

i
must be recomputed in order to take into account the
redistributed weights γi.
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Figure 6: Block diagram of the controller proposed.

5 EXPERIMENTS IN A VIRTUAL
INDOOR ENVIRONMENT

Exhaustive experiments have been carried out using
a virtual reality tool for modeling an indoor envi-
ronment. To make more realistic simulation, errors
in intrinsic and extrinsic parameters of the camera
mounted in the robot and noise in the extraction of
image features have been considered. An estimation
K̂ of the real matrix K has been used with an error
of 25% in focal length and a deviation of 50 pixels
in the position of the optical center. Also an esti-
mation T̂RC of the camera pose respect to the robot
frame has been computed with a rotation error of
uθ = [3.75 3.75 3.75]T degrees and translation er-
ror of t = [2 2 0]T cm. An error in the extraction of
current image features has been considered by adding
a normal distribution noise to the accurate image fea-
tures extracted.

In Figure 7, the control signals sent to the robot
controller using the classical image-based approach
and the image-based approach with weighted features
are shown. In Figure 7 (a,b,c), details of the control
law using the classical image-based approach, where

Image-Based and Intrinsic-Free Visual Navigation
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Figure 7: Control law: Classical image-based approach (a-
b-c) and image-based approach with weighted features (d-e-
f).The translation and rotation speeds are measured respec-
tively in m

s
and deg

s
.

the image-based with weighted features can be seen
in Figure 7 (d,e,f).

The same experiment, but in this case using the
intrinsic-free visual servoing approach, is performed.
In Figure 8, the control signals sent to the robot con-
troller using the intrinsic-free approach and some de-
tails, where the discontinuities can be clearly appre-
ciated, are shown. The improvements of the new for-
mulation of the intrinsic-free approach with weighted
features are presented in Figure 9. The same de-
tails of the control law shown in Figure 8 are pre-
sented in Figure 9. Comparing both figures and
their details, the continuity of the control law is self-
evident despite of the noise in the extraction of image
features.

Also in (Garcı́a et al., 2004), a comparison between
this method and a simple filtration of the control law
was presented. The results presented in that paper cor-
roborate that the new approach with weighted features
to the problem works better than a simple filter of the
control signals.
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Figure 8: Discontinuities in the control law: Intrinsic-free
approach.

6 CONCLUSIONS

In this paper the originally definition of the visual
navigation as a global visual control task is pre-
sented. It implies continuity problems produced by
the changes of visibility of image features during the
navigation which have been solved by the definition
of a smooth task function and a continuous control
law obtained from it. The results presented corrobo-
rate that the new approach is continuous, stable and
works better than a simple filter of the control signals.
The validation of this results with a real robot is on
the way by using a B21r mobile robot from iRobot
company.
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Figure 9: Continuous control law: Intrinsic-free approach
with weighted features.
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Abstract: Supervisory control theory for discrete event systems is based on finite state automata whose inputs are par-
titioned into controllable and uncontrollable events. Well-known algorithms used in the Ramadge-Wonham
framework disable or enable controllable events such that it is finally possible to reach designated final states
from every reachable state. However, as these algorithms compute the least restriction on controllable events,
their result is usually a nondeterministic automaton that can not be directly implemented. For this reason, one
distinguishes between supervisors (directly generated by supervisory control) and controllers that are further
restrictions of supervisors to achieve determinism. Unfortunately, controllers that are generated from a super-
visor may be blocking, even if the underlying discrete event system is nonblocking. In this paper, we give
a modification of a supervisor synthesis algorithm that enables us to derive deterministic controllers. More-
over, we show that the algorithm is both correct and complete, i.e., that it generates a deterministic controller
whenever one exists.

1 INTRODUCTION

New applications in safety critical areas require the
verification of the developed systems. In the past
two decades, a lot of verification methods for check-
ing the temporal behavior of a system have been de-
veloped (Schneider, 2003), and the research lead to
tools that are already used in industrial design flows.
These tools are able to check whether a system K
satisfies a given temporal specification ϕ. There
are a lot of formalisms, in particular, the μ-calculus
(Kozen, 1983), ω-automata (Thomas, 1990), as well
as temporal (Pnueli, 1977; Emerson and Clarke,
1982; Emerson, 1990) and predicate logics (Büchi,
1960b; Büchi, 1960a) to formulate the specification ϕ
(Schneider, 2003). Moreover, industrial interest lead
already to standardization efforts on specification log-
ics (Accellera, 2004).

Besides the verification problem, where the entire
system K and its specification must be already avail-
able, one can also consider the controller synthesis
problem. The task is here to check whether there is a
system C such that the coupled system K ‖ C satisfies
ϕ. Obviously, this problem is more general than the
verification problem. Efficient solutions for this prob-
lem could be naturally used to guide the development
of finite state controllers.

The controller synthesis problem is not new; sev-
eral approaches exist for the so-called supervisory
control problem. In particular, the supervisory control
theory initiated by Ramadge and Wonham (Ramadge
and Wonham, 1987) provides a framework for the
control of discrete event systems. The system (also
called a plant) is thereby modeled as a generator of a
formal language. The control feature is represented
by the fact that certain events can be disabled by a so-
called supervisor. One result of supervisory control
theory is that in case of formal languages, i.e., finite
state machines, such a supervisor can be effectively
computed.

However, if an implementation has to be derived
from a supervisor, several problems have to be solved
(Dietrich et al., 2002; Malik, 2003). A particular
problem that we consider in this paper is the deriva-
tion of a deterministic controller from a supervisor
that guarantees the nonblocking property. A system
is thereby called nonblocking, if it is always possible
to complete some task, i.e. to reach some designated
(marked) state from every reachable state. If we con-
sider the events as signals that can be sent to the plant,
a valid controller should decide in every state what
signal should be sent to the plant to ensure that the
marked state is actually reached. However, even if
the generated supervisor is nonblocking, a controller
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Figure 1: Generation of a Blocking Controller.

that is derived by simply selecting in each state one of
the allowed events/signals could be blocking.

As an example, consider the automaton that is
given in Figure 1(a). This automaton represents a
system with two tasks task A and task B that can be
started with events start A and start B, respectively.
These events are controllable, i.e. they can be dis-
abled by a supervisor. If one of the machines com-
pletes its task, the (uncontrollable) events f A and f B
occur, respectively, leading again to the initial state
idle. Whenever both machines work at the same
time, the system breaks down, since the state down is
reached from where on no further progress is possible.
Supervisory control theory can fix the problem that
state down is reached by disabling events start B in
state task A and start A in state task B (Figure 1(b)).
However, when we have to implement a deterministic
controller that has to select one of the signals start A
and start B, we get a serious problem: if the con-
troller always selects start A, the marked state task B
is never reached, and therefore the nonblocking prop-
erty is violated (Figure 1(c)).

In (Malik, 2003; Dietrich et al., 2002), the gen-
eration of deterministic controllers is restricted to
cases where certain conditions hold. It is proved that
these conditions guarantee that every deterministic
controller derived from the supervisor is nonblock-
ing. However, no controller can be constructed in
case the discrete event system does not satisfy these
conditions. In particular, a valid controller may exist,
even if the conditions of (Malik, 2003; Dietrich et al.,
2002) do not hold. For example, this is the case for
the automaton given in Figure 1. A valid controller is
obtained by selecting start B in state idle.

In this paper, we present a new approach to gen-
erate deterministic controllers from supervisors that
does not suffer from the above problem. To this end,
we introduce a more general property than nonblock-
ing which we call forceable nonblocking. A discrete
event system satisfies this property if and only if there
exists a deterministic controller that ensures that every
run (either finite or infinite) of the controlled system
visits a marked state. Obviously, this requirement is

stronger than the nonblocking property. Our algo-
rithm guarantees that a marked state will be reached,
no matter how the plant behaves. In contrast, the non-
blocking property only requires that the plant has the
chance to reach a marked state. Although our prop-
erty is more general than nonblocking, our algorithm
is just a slight adjustment of the original supervisor
synthesis algorithm which is known to have moderate
complexity bounds.

The paper is organized as follows: In the next Sec-
tion, we present the basics of supervisory control the-
ory. In Section 3, we present our new algorithm to
compute deterministic nonblocking controllers from
supervisors whenever this is possible. Finally, the pa-
per ends with some conclusions and directions for fu-
ture work.

2 SUPERVISORY CONTROL
THEORY

In this section, we will give a brief introduction to the
supervisory control theory as initiated by Ramadge
and Wonham (Ramadge and Wonham, 1987). For a
more detailed treatment of the topic we refer to (Won-
ham, 2001).

Traditionally, control theory has focused on con-
trol of systems modeled by differential equations, so-
called continuous variable dynamic systems. There,
the feedback signal from the controller influences the
behavior of the system, enforcing a given specifica-
tion that would not be met by the open-loop behavior.
Another important class of system models are those
where states have symbolic values instead of numer-
ical ones. These systems change their state when-
ever an external or internal event occurs. This class
of systems, called discrete event systems (DES), is
the focus of supervisory control theory (Ramadge and
Wonham, 1987).

The theoretical roots of supervisory control theory
explain some of the terminology used. In the Ra-
madge Wonham (RW) framework, one speaks of a
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plant, a system which generates events and encom-
passes the whole physically possible behavior of the
system to be controlled (including unwanted situa-
tions). The specification is a subset of this behav-
ior that should be matched by adding a controller.
A supervisor is an entity that is coupled with the
plant through a communication channel that allows
the supervisor to influence the behavior of the plant
by enabling those events that may be generated in
the next state of the system (see Figure 2). Usu-
ally, in a physical system, not all of the events can
be influenced by an external supervisor. This is cap-
tured by distinguishing between events that can be
prevented from occurring, called controllable events,
and those that cannot be prevented, called uncontrol-
lable events. We denote the sets of uncontrollable and
controllable events as Σu and Σc, respectively, and
define Σ = Σc ∪ Σu.

The Ramadge Wonham formulation of the supervi-
sory control problem makes use of formal language
theory and automata: A finite automaton is a 5-tuple
A = 〈Q,Σ, δ, q0,M〉 where Σ is a set of events, Q is
a set of states, δ : Q×Σ → Q is a transition function,
and q0 ∈ Q is the initial state. The states in the set
M ⊆ Q are chosen to mark the completion of tasks
by the system and are therefore called marker states.
We write δ(q, σ) ↓ to signify that there exists a tran-
sition labeled with σ, leaving q. It is often necessary
to refer to the set of events for which there is a transi-
tion leaving state q. We refer to these events as active
events:

Definition 1 (Active Events) Given an automaton
A = 〈Q,Σ, δ, q0,M〉 and a particular state q ∈ Q,
the set of active events of q is:

actA (q) := {σ ∈ Σ | δ(q, σ) ↓}
If the plant and the supervisor are represented using
finite automata, the control action of the supervisor is
captured by the synchronous product:

Definition 2 (Automata Product) Given au-
tomata AP = 〈Σ, QP , δP , q0P MP〉 and AS = 〈Σ,
QS , δS , q0S , MS〉, the product AP × AS is the au-
tomaton 〈Σ, QP ×QS , δP×S , (q0P , q

0
S), MP ×MS〉,

where

δP×S((p, q), σ) = (p′, q′) iff

δP(p, σ) = p′ ∧ δS(q, σ) = q′

plant

supervisor

events
generated by

plant

events
enabled by
supervisor

Figure 2: The Ramadge-Wonham Framework.

Note that in a state (p, q) of the synchronous prod-
uct, the active events are exactly those events that are
active both in the plant and the supervisor,i.e.

actAP×AS ((p, q)) = actAP (p) ∩ actAS (q) .

Disabling controllable events in the states of the su-
pervisor will therefore also disable them in the prod-
uct. This is how the supervisor enforces his control
function.

The behavior of the plant represented by a finite
automaton is closely related to two formal languages
over the alphabet of events Σ, the generated language
L (A) and the marked language Lm (A). The gener-
ated language L (A) represents sequences of events
that the plant generates during execution while the
marked language Lm (A) represents those event se-
quences that lead to a marker state. Formally, the two
languages are defined as follows1:

Definition 3 (Generated and Marked Language)

L (A) = {w ∈ Σ∗ : δ(q0, w) ↓}
Lm (A) = {w ∈ Σ∗ : δ(q0, w) ∈M}

Given both the plant AP and the supervisor AS , the
generated and marked language of the controlled sys-
tem are denoted by L (AP/AS) and Lm (AP/AS)
and defined by the generated and marked language of
the product automaton:

L (AP/AS) := L (AP ×AS) = L (AP ) ∩ L (AS)

Lm (AP/AS) : = Lm (AP ×AS)
= Lm (AP) ∩ Lm (AS)

When we consider algorithms, it is also necessary
that the specification is given as a finite automaton.
The assumption that the uncontrollable events can not
be prevented from occurring, places restrictions on
the possible supervisors. Therefore, a specification
automaton AE is called controllable with respect to
a plant AP , if and only if for every state (p, q) of
AP×AE that is reachable by a string in L (AP ×AE)
and every uncontrollable event σ ∈ Σu, the following
holds:

σ ∈ actAP (p) ⇒ σ ∈ actAE (q) .

In other words, AE is controllable if and only if no
word of L (AP) that is generated according to the
specification, exits from the behavior permitted by
the specification if it is followed by an uncontrollable
event. Specifications that do not fulfill this require-
ment are called uncontrollable. If a specification is
uncontrollable, the product automaton contains one or

1As usual, we allow δ to process also words instead of
only single events.
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more reachable bad states, which are states (p, q) that
fail to satisfy the following condition:

actAP×AE ((p, q)) ⊇ actAP (p) ∩ Σu

Given a specification automaton AE , the language
K = Lm (AE) is controllable if and only if AP ×AE
has no bad states. Besides controllability, another
important property of discrete event systems is the
nonblocking property which states that it is always
possible to complete some task, i.e. that from every
reachable state q ∈ Q, it is possible to reach a marked
state. Formally, an automaton is nonblocking, if and
only if for each reachable state q ∈ Q, we have

Lm (q) = {w ∈ Σ∗ | δ(q, w) ∈M} �= ∅.
States that have a path to a marked state are called
coreachable. Ramadge and Wonham have shown that
given a specification K which is not controllable, it
is possible to construct for every plant AP and ev-
ery specification AE the supremal controllable sub-
language of K , denoted supC (K). This result is
of practical interest: Given that the specification lan-
guage K is uncontrollable, it is possible to compute
supC (K) and to construct a supervisor AS such that
Lm (AS/AP) = supC (K). This implies that the con-
trolled system is nonblocking, meaning that the con-
structed supervisor does not prevent the plant from
completing a task. This supervisor is a solution to the
following problem:

Definition 4 (Supervisory Control Problem)
Given a plant AP , a specification language
K ⊆ Lm (AP) representing the desired behavior of
AP under supervision, find a nonblocking supervisor
AS such that Lm (AS/AP) ⊆ K .

Given a specification automatonAE , we can construct
the least restrictive solution from the product automa-
ton AP × AE . The marked language of this least
restrictive solution AS is equal to supC (K). If an
automaton A = 〈Q,Σ, δ, q0A,MA〉 is given that rep-
resents the product of the plant and the specification,
algorithm 1 can be used to compute this supervisor
(Ziller and Schneider, 2003).

Essentially, this algorithm consists of two loops.
The inner loop calculates the coreachable states xC ,
and the outer loop computes the good states xG,
i.e. states that are not bad states. Since removing bad
states could destroy the coreachability property and
removing non-coreachable states could result in new
bad states, the two loops have to be nested. Based
on this algorithm, we will provide an algorithm that
calculates a supervisor with the property that every
deterministic controller generated from this supervi-
sor is a valid controller, i.e. guarantees that a marked
state is reached, irrespectively of the behavior of the
plant.

Algorithm 1: Supervisor Synthesis Algorithm.

x0
G = QA \ {q ∈ Q | q is initial bad};
j = 0;
repeat

x
(0,j)
C = M ∩ xj

G;
i = 0;
repeat

x
(i+1,j)
C = xj

G∩(
xi,j

C ∪
{
q ∈ Q

∣∣∣∣∣
∃σ ∈ actA (q) .

δA(q, σ) ∈ x
(i,j)
C

})

i = i+ 1;
until xi,j

C = xi−1,j
C ;

xj+1
G = xj

G∩{
q ∈ Q

∣∣∣∣ ∀σ ∈ actA (q) ∩ Σu.

δA(q, σ) ∈ x
(i,j)
C ∩ xj

G

}
j = j + 1;

until xj
g = xj−1

g ;

3 CONTROLLER SYNTHESIS

We have seen by the example given in Figure 1 that
the nonblocking property is too weak to guarantee
that a marked state is reached under control by a deter-
ministic controller. This is due to the fact that a state
is coreachable even if there exists an infinitely long
sequence of events that never visits a marked state.
We therefore sharpen the coreachability property as
follows:

Definition 5 (Forceably Coreachable States)
A state is forceable coreachable, if it is coreachable
and

∃n ∈ N.∀t ∈ Σ∗.⎧⎨
⎩

δ(q, t) ↓ ∧|t| ≥ n⇒ ∃t′ � t.δ(q, t′) ∈ Qm∧
δ(q, t) ↓ ∧|t| < n⇒

( ∃t′ � t.δ(q, t′) ∈ Qm∨
actA (δ(q, t)) �= ∅

)

Intuitively, a state is forceable coreachable, if there
exists a threshold after which a marked state is un-
avoidable. In contrast to the definition of coreachabil-
ity that imposes a condition on the future, we demand
something about the past: we demand that after a cer-
tain amount of steps (referenced by n), a marked state
must have been visited. As long as this bound n is not
reached, we demand that either the system does not
stop or that a marked state has already been reached.

In terms of temporal logics, we demand that on all
paths a marked state must be reached. In contrast,
the nonblocking property only states that for all states
there exists a path where M is reached. We call an
automaton forceable nonblocking, if each reachable
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state is forceable coreachable. The Controller Syn-
thesis Problem is now given as follows:

Definition 6 (Controller Synthesis Problem)
Given a plant AP , a specification language
K ⊆ Lm (AP) representing the desired behavior of
AP under control, find a nonblocking supervisor AC
such that

• Lm (AC/AP) ⊆ K .
• AC ×AP is forceable nonblocking.

Hence, a controller ensures that a marked state is ac-
tually reached. It is very easy to derive a determinis-
tic controller from such a solution: in every step, we
can simply select a controllable event to ensure that
a marked state is actually reached. This is due to the
fact, that we demand that all paths leaving a forceable
coreachable state sooner or later reach a marked state.
Therefore, it is irrelevant which of the active control-
lable events we select.

Theorem 1 Given AP = 〈Q,Σ, δ, q0AP ,MAP 〉 and
AC = 〈Q,Σ, δ, q0AC ,MAC〉 such that

L (AC) ⊆ L (AP) ∧ Lm (AC) ⊆ Lm (AP ) ,

then, the following holds: If AC is forceable coreach-
able then AC ×AP is forceable coreachable.

Proof: Let (q, p) ∈ QAC × QAP be reachable, such

that δAC×AP ((qAC
0 , qAP

0 ), s) = (q, p). Then, also
q ∈ QAC must be reachable in AC . Therefore, q is
forceable coreachable with a constant n. Now, choose
a t ∈ Σ∗ such that δAC×AP ((q, p), t) ↓. We distin-
guish between two cases: First, we assume |t| ≥ n.
Then, there exists a t′ � t such that δ(q, t′) ∈ MAC .
Therefore, st′ ∈ Lm (AC) ⊆ Lm ((AP)) holds.
Since all automata are deterministic, it follows that
δ((q, p), t′) ∈ (MAC ×MAP ) holds. In the remaining
case, we have |t| < n. Then, either there exists a
t′ � t that visits a marked state as in the first case or
actAC (δ(q, t)) �= ∅. Again, since the language inclu-
sion holds, we have actAC×AP (δ((q, p), t)) �= ∅.

4 CONTROLLER SYNTHESIS
ALGORITHM

In this section, we develop a controller synthesis al-
gorithm based on the supervisor synthesis algorithm
of Section 1. In order to guarantee the forceable non-
blocking property, we have to adopt the calculation of
the coreachable states. In contrast to the coreachabil-
ity property, which only demands that a marked state
is reachable, i.e. that it is possible to directly reach
a marked state or to reach a state which is known to
be coreachable, a state is forceable coreachable if it is

coreachable and all events lead to forceable coreach-
able states. State and event pairs that guarantee this
property are collected in the set moves. This implies
that all destination states of uncontrollable transitions
leaving a state q must be identified as forceable core-
achable before we can add any transition from q to
moves. Otherwise, q is bad, which is identified in the
xG-loop. This ensures that the controllability prop-
erty is not violated. To prevent the plant from looping,
we forbid adding new moves, if we had already found
a move that lead to a marked state. This is done due
to the fact that those newly found moves will need a
longer path to reach a marked state than the already
introduced moves and may therefore introduce loops.
We collect the forceable coreachable states in the set
xC by adding those states that have a path to a marked
state where this can be guaranteed. Altogether, we
thus have developed algorithm 2.

Algorithm 2: Controller Synthesis Algorithm.
j = 0;
x0

G = QA \ {q ∈ QA | q is initial bad};
repeat

x
(0,j)
C = M ∩ xj

G ;
i = 0;
move(0,j) = {};
repeat

move(i+1,j) = move(i,j)∪⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

(q, σ)

∣∣∣∣∣∣∣∣∣∣∣∣

δA(q, σ) ∈ x
(i,j)
C∧( ∀σ ∈ actA (q) ∩ Σu.

δA(q, σ) ∈ x
(i,j)
C

)
∧

∀σ ∈ Σ. (q, σ) /∈ move(i,j)

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

x
(i+1,j)
C = xj

G∩(
x

(i,j)
C ∪

{
q

∣∣∣∣ ∃(q, σ) ∈ move(i+1,j)

δA(q, σ) ∈ x
(i,j)
C

})
i = i+ 1;

until xi
C = xi−1

C ;
xj+1

G =

xj
G ∩

{
q ∈ Q

∣∣∣∣ ∀σ ∈ actA (q) ∩ Σu.

δA(q, σ) ∈ x
(i,j)
C ∩ xj

G

}
j = j + 1

until xj
g = xj−1

g ;

The above algorithm may only loop for a finite num-
ber of iterations, since there are only finitely many
states: In xC , only finitely many states may be added
and from xG only finitely many states may be re-
moved. Therefore, there exists a k such that xk

G =
xk+1

G finally holds. Additionally, for every i there ex-

ists a l such that x(i,l)
C = x

(i,l+1)
C and moves(i,l) =

moves(i,l+1). For this reason, we use the following
notation: xk

G = x∞G and also x(i,∞)
C := x

(i,k)
C as well
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as move(i,∞) := move(i,k) for every i, and finally
x

(∞,∞)
C := x

(l,k)
C and moves(∞,∞) := moves(l,k)

for the last iteration step.
Note that according to the definition of xC , it holds
that x(i,j)

C ⊆ xj
G for every i, j and thus also x(∞,∞)

C ⊆
x∞G holds. Since move does only contain transitions
leading to forceable coreachable states, it thus con-
tains only transitions to good states.

If q0A ∈ x
(∞,∞)
C holds, we define a controller as

follows: AC = 〈QA,Σ, δAC , q
0
A,MA〉 with

δAC (q, σ) =
{
δA(q, σ) , if (q, σ) ∈ move(∞,∞)
↑ , else

The following lemma shows that we decrease the dis-
tance to a marked state whenever we use an event
enabled by the controller:

Lemma 1

∀i > 0∀q ∈
(
x

(i,∞)
C \ x(i−1,∞)

C

)
∀σ ∈ actAC (q) .

δAC (q, σ) ∈ x
(i−1,∞)
C

Proof: Let q ∈ QA such that q ∈ x
(i+1,∞)
C \ x(i,∞)

C .
This implies that there must exist a move
(q, σ) ∈ (

move(i+1,∞) \move(i,∞)
)

such that

δA(q, σ) ∈ x
(i,∞)
C . But this directly implies that

δA(q, σ) ∈ x
(i,∞)
C for every (q, σ) ∈ move(i+1,∞).

We thus have the statement for those moves added
in the i + 1-th iteration step. Additionally, if follows
from the definition ofmove that there can be no move
(q, σ′) ∈ move(∞,∞) \ move(i+1,∞). Therefore

δAC (q, σ) ∈ x
(i,∞)
C for every σ ∈ actAC (q).

The above lemma does not apply to marked states
(those are contained in x

(0,∞)
C ). And indeed, with-

out the additional set xG, this would not be true. The
next lemma fixes this deficiency.

Lemma 2

∀q ∈
(
MA ∩ x(∞,∞)

C

)
∀σ ∈ actAC (q) .

δAC (q, σ) ∈ x
(∞,∞)
C

Proof: Choose an arbitrary state q ∈
MAC ∩ x

(∞,∞)
C ⊆ x∞G . The proof follows directly

for uncontrollable events because of the definition of
x∞G . Thus, consider a controllable event. According
to the definition of δAC , σ ∈ actAC (q) ∩ Σc implies
that (q, σ) ∈ move(∞,∞). According to the definition
of move, we must have (q, σ) ∈ move(i,∞) for a

suitable i. Therefore, we have δA(q, σ) ∈ x
(i−1,∞)
C ,

and thus δAC (q, σ) ∈ x
(i−1,∞)
C .

Since the x(i,∞)
C , i ∈ N are monotone in i, the follow-

ing Lemma follows inductively:

Lemma 3

∀q ∈ x
(∞,∞)
C ∀t ∈ Σ∗.

δAC(q, t) ↓ ⇒ δAC(q, t) ∈ x
(∞,∞)
C

While the above lemma only guarantees that the
forceable coreachable states are never left, the next
lemma shows that the plant may not stop until a
marked state is reached:

Lemma 4

∀i > 0∀q ∈ x
(i,∞)
C ∃σ ∈ actAC (q) .

δAC(q, σ) ∈ x
(i−1,∞)
C

Proof: According to the definition and the monotony
of xC ,

q ∈ x
(i,∞)
C ⇔ q ∈ x∞G ∧(

q ∈MA ∨ ∃(q, σ) ∈ move(i,∞)(q).
δAC(q, σ) ∈ x

(i−1,∞)
C

)

If q ∈MA we are done, otherwise the lemma follows
from the definition of δAC and the monotony of
move(i,∞) with respect to i.

Finally, we now have the following theorem:

Theorem 2 All q ∈ x
(∞,∞)
C are coreachable in AC .

Proof: Take some q ∈ x
(∞,∞)
C . Then, q ∈ x

(i,∞)
C for

some k. If q is marked, we are done. Otherwise, we
can iteratively apply Lemma 4 to generate a string
t ∈ Σ∗ that reaches a marked state. This is due to the
fact that if we apply Lemma 4, then the i-index of the
destination state decreases in each step. Therefore,
after at most k iteration steps, we have constructed a
word t such that δ(q, t) ∈ x

(0,∞)
C = MA = MAC .

We will show in the next lemma that also the stronger
property of forceable coreachability holds:

Theorem 3 All q ∈ x
(∞,∞)
C , are forceable coreach-

able

Proof: The coreachability property follows from the
last theorem. We will now show the rest of the force-
able coreachability property for any q ∈ x

(∞,∞)
C :

Since q ∈ x
(∞,∞)
C , there exists an i ∈ N such

that q ∈ x
(i,∞)
C \ x(i−1,∞)

C . If i = 0, we are
done, because then xc is marked. Otherwise we
show that this i is the threshold that is required for
forceable coreachability. Let t ∈ Σ∗ be such that
δAC (q, t) ↓ holds. Applying Lemma 3 shows that
δAC (q, t) ∈ x

(∞,∞)
C holds. We distinguish two cases:

If |t| < i holds, then either δAC(q, t) ∈ MA or

∃σ ∈ actAC (δ(q, t)) .δAC(δ(q, t), σ) ∈ x
(i−(t+1),∞)
C
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according to Lemma 4. Both cases satisfy the condi-
tion of forceable coreachability for the case |t| < i.

Now consider any string t with length i and assume
that δAC (q, t′) /∈ MA for every t′ � t. Then, we
can iteratively apply Lemma 1 i-times to conclude
that δAC(q, t) ∈ x

(0,∞)
C ⊆ MA holds. The forceable

coreachability property therefore holds for every
string with length i and thus also for every string of
length greater i.

The following theorem gives us the correctness of our
algorithm:

Theorem 4 (Correctness of the Algorithm) If
q0A ∈ x

(∞,∞)
C , then AC is forceable nonblocking and

the generated supervisor AC is a valid solution to the
controller synthesis Problem.

Proof: Since q0A ∈ x
(∞,∞)
C holds, we can conclude

from Lemma 3 that every reachable state is contained
in x(∞,∞)

C . The first part of the statement now follows
from Theorem 3. For the second part, we note that
the generated language is necessarily contained in
the specification, because of the construction of
A = AP ×AE . The forceable nonblocking property
follows now from Theorem 1. The controllability
property can be seen as follows: Similar to the
original supervisor synthesis algorithm, we can be
sure that no initial bad state is reached, because we
removed those states from the good states and only
good states may be visited. On the other hand, we
never remove single uncontrollable transitions due to
the definition of move. Rather, we remove all states
that have an uncontrollable transition to a non-good
or non-forceable coreachable state in the condition
for the good states. Since x∞C ⊆ x∞G and q0A ∈ x∞C ,
we can be sure that only good states are visited.

We have shown that the above algorithm is correct.
To show also its completeness, i.e. that the algorithm
generates a controller, whenever a controller exists,
we need the next definition and some additional lem-
mata. According to the definition of forceable core-
achability, for every forceable coreachable state, there
exists a constant n after which a marked state is un-
avoidable. Thus, we can define an ordering on the
states by taking the minimal constant n for which the
forceable coreachable property holds. Thus, we de-
fine for every automaton A:

Fn
A =

{
q ∈ QA

∣∣∣∣ q is forceable coreachable
with a minimal constant n

}

Lemma 5 For every forceable coreachable automa-
ton A the following holds:

∀i > 0∀q ∈ F i
A.⎛

⎜⎜⎜⎝
∀σ ∈ actA (q) .δA(q, σ) ∈

⋃
j<i

F j
A∧

∃σ ∈ actA (q) .δA(q, σ) ∈
⋃
j<i

F j
A

⎞
⎟⎟⎟⎠

Proof: Let q in F i
A. For the first part, as-

sume that there exists σ ∈ actA (q) such that
δA(q, σ) /∈ ⋃

j<i F
j
A holds. Then, we can distin-

guish two cases: if q′ = δA(q, σ) is not forceable
coreachable, then there exists an infinite string t with
δ(q′, t) ↓ that avoids all marked states. Accordingly,
q can not be forceable coreachable, because other-
wise all marked states are avoidable by the infinite
string σt. On the other hand, if δA(q, σ) is forceable
coreachable, but with a constant greater or equal i,
then q can not have a minimal constant i. To prove the
second part of the lemma, we first note that q can not
be marked, because otherwise q ∈ F 0

A. Therefore,
there exists a successor state, because otherwise q
can not be coreachable. However, this successor state
must be contained in

⋃
j<i F

j
A according to the proof

of the first part.

Lemma 6 If there exists an automaton AC such that
A×AC is forceable nonblocking and AC respects the
controllability property with respect to A, then q0A ∈
x

(∞,∞)
C .

Proof:
Since A × AC is forceable nonblocking, every

reachable state is forceable coreachable, therefore
contained in some F i

A×AC . We will show by induc-
tion on i:

if (p, q) ∈ F i
A×AC for some i, then q ∈ x

(i,∞)
C

The above lemma follows then from the fact that the
initial state (q0A, q

0
AC ) must be forceable nonblocking

and therefore contained in some F i
A×AC .

Inductive Base: i = 0. Then (p, q) is marked and
we are done.

Inductive Step: Let (p, q) ∈ F i+1
A×AC . Then accord-

ing to lemma 5 the following holds:

∀σ ∈ actA×AC ((p, q)) .δA×AC ((p, q), σ) ∈
⋃
j<i

F j
A×AC

Since the controllability property holds, we have that
every uncontrollable event in q is also active in (p, q).
Therefore
∀σ ∈ actA (q) ∩ Σu.δA×AC ((p, q), σ) ∈

⋃
j<i

F j
A×AC
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It now follows from the inductive hypothesis and the
determinacy of A, that

∀σ ∈ actA (q) ∩ Σu.δA(q, σ) ∈
⋃
j<i

x
(i,∞)
C = x

(i,∞)
C

Again considering Lemma 5, we obtain:

∃σ ∈ actA×AC ((p, q)) .δA×AC ((p, q), σ) ∈ F i
A×AC

Therefore, using the inductive hypothesis, we obtain

∃σ ∈ actA×AC ((p, q)) ⊆ actA (q) .

δA(q, σ) ∈
⋃
j<i

x
(j,∞)
C = x

(i,∞)
C

Now either (q, σ) is added to movei+1, or there
exists another move (q, σ′) that has been already
added to move. In both cases, we have q ∈
x

(i+1,∞)
C .

We are now ready to show completeness of the algo-
rithm:

Theorem 5 (Completeness of the Algorithm)
Given a plant AP and a specification AE where
the controller synthesis problem is solvable. Then,
x0
A ∈ x

(∞,∞)
C , i.e. the presented algorithm generates

a valid controller.

Proof: Let AC be an automaton that solves the
controller synthesis problem. Then, necessar-
ily L (AC ×AP) ⊆ L (AE ) holds as well as
Lm (AC ×AP ) ⊆ Lm (AE). AC × AP is forceable
nonblocking. Therefore, AC ×AP ×AE = AC ×A
is forceable nonblocking. According to the defi-
nition of controller synthesis problem, AC needs
to be controllable with respect to AE . There-
fore, AC must be also controllable with respect to
AP × AE = A. The statement follows now from
Lemma 6.

5 CONCLUSION

In this paper, we have developed an algorithm for
the generation of valid controllers from a supervi-
sory control model as used in the Ramadge-Wonham
framework. To this end, we have strengthened the
coreachability property in order to guarantee that a
marked state is eventually reached, irrespective of the
plant’s behavior. We have proved the correctness and
the completeness of our algorithm. In the future, we
plan to implement our Algorithm on top of our toolset
Averest (Averest, 2005) to evaluate the runtime be-
haviour of the algorithm.
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Büchi, J. (1960b). Weak second order arithmetic and fi-
nite automata. Z. Math. Logik Grundlagen Math.,
6:66–92.

Dietrich, P., Malik, R., Wonham, W., and Brandin, B.
(2002). Implementation considerations in supervisory
control. In B. Caillaud, P. Darondeau, L. Lavagno,
and X. Xie, editors, Synthesis and control of dis-
crete event systems, pages 185–201. Kluwer Aca-
demic Publishers.

Emerson, E. (1990). Temporal and modal logic. In Hand-
book of Theoretical Computer Science, volume B,
chapter Temporal and Modal Logics, pages 996–1072.
Elsevier.

Emerson, E. and Clarke, E. (1982). Using branching-
time temporal logic to synthesize synchronization
skeletons. Science of Computer Programming,
2(3):241–266.

Kozen, D. (1983). Results on the propositional μ-calculus.
Theoretical Computer Science, 27:333–354.

Malik, P. (2003). From Supervisory Control to Nonblock-
ing Controllers for Discrete Event Systems. PhD
thesis, University of Kaiserslautern, Kaiserslautern,
Germany.

Pnueli, A. (1977). The temporal logic of programs. In Sym-
posium on Foundations of Computer Science (FOCS),
volume 18, pages 46–57, New York. IEEE Computer
Society.

Ramadge, P. and Wonham, W. (1987). Supervisory control
of a class of discrete event processes. SIAM Journal
of Control and Optimization, 25(1):206–230.

Schneider, K. (2003). Verification of Reactive Systems –
Formal Methods and Algorithms. Texts in Theoretical
Computer Science (EATCS Series). Springer.

Thomas, W. (1990). Automata on infinite objects. In Hand-
book of Theoretical Computer Science, volume B,
chapter Automata on Infinite Objects, pages 133–191.
Elsevier.

Wonham, W. (2001). Notes on control of discrete-event sys-
tems. Technical Report ECE 1636F/1637S 2001-02,
Department of Electrical and Computer Engineering,
University of Toronto.

Ziller, R. and Schneider, K. (2003). A generalized ap-
proach to supervisor synthesis. In Formal Meth-
ods and Models for Codesign (MEMOCODE), pages
217–226. Mont Saint-Michel, France. IEEE Computer
Society.

A. Morgenstern and K. Schneider



AN UNCALIBRATED APPROACH TO TRACK TRAJECTORIES  
USING VISUAL–FORCE CONTROL 
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Abstract: This paper proposes the definition of a new adaptive system that combines visual and force information. At 
each moment, the proportion of information used from each sensor is variable depending on the adequacy of 
each sensor to control the task. The sensorial information obtained is processed to allow the use of both 
sensors for controlling the robot and avoiding situations in which the control actions are contradictory. 
Although the visual servoing systems have certain robustness with respect to calibration errors, when the 
image-based control systems are combined with force control we must accurately know the intrinsic 
parameters. For this purpose an adaptive approach is proposed which updates the intrinsic parameters during 
the task.  

1 INTRODUCTION 

Image-based visual servoing is now a well-known 
approach for positioning the robot with respect to 
an object observed by a camera mounted at the 
robot end-effector (Hutchinson et al., 1996). 
However, in applications in which the robot must 
interact with the workspace, the visual 
information must be combined with the sensorial 
information obtained from the force sensor. A 
great number of approaches employed for fusing 
the information obtained from both sensors have 
been based, up to now, on hybrid control. 
Concerning hybrid visual-force systems, we 
should mention studies like (Baeten and De 
Schutter, 2002) which extend the “task frame” 
formalism (Bruyninckx and De Schutter, 1996). In 
(Namiki et al., 1999) a system for grasping 
objects in real time, which employs information 
from an external camera and that obtained from 
the force sensors of a robotic hand, is described. 
Another strategy used for the combination of both 
sensorial systems is the use of impedance control. 
Based on the basic scheme of impedance control, 
we should mention several modifications like the 
one described in (Morel et al., 1998), which adds 
an external control loop that consists of a visual 
controller which generates the references for an 

impedance control system. In works such as (Tsuji 
et al., 1997), the use of virtual forces applied to 
approaching tasks without contact, is proposed.  

In this paper we are not interested in image 
processing issues, so that the tracked target is 
composed of four grey marks which will be the 
extracted features during the tracking. This paper 
proposes the definition of a new adaptive system 
which combines visual and force information. 
Similar approaches has been developed in works 
such as (Baeten et al., 2002; Olson et al., 2002) 
however these approaches do not consider the 
possibility of both sensors providing contradictory 
information at a given moment of the task. Thus, in 
unstructured environments it can happen that the 
visual servoing system establishes a movement 
direction that is impossible according to the 
interaction information obtained from the force 
sensor. In this paper, we consider this possibility and 
the sensory information obtained is processed to 
allow the use of both sensors for controlling the 
robot.  

An original aspect of the proposed system is that 
the proportion of information used from each sensor 
is variable and depends on the criterion described in 
Section 4. At each moment, this criterion provides 
information about the sensor more adequate to 
develop the task.  
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This paper is organized as follows: The main 
characteristics of the trajectory to be tracked and the 
notation used is described in Section 2. Section 3 
shows the way in which the tracking of the trajectory 
in the image is carried out. In Section 4, the strategy 
used for fusing force information with that from the 
visual servoing system is described. Section 5 
describes how the fusion system manages situations 
in which contradictory control actions are obtained 
from both sensorial systems. The autocalibration 
system employed to update the intrinsic parameters 
is described in Section 6. In Section 7, experimental 
results, using an eye-in-hand camera, confirm the 
validity of the proposed algorithms. The final 
section presents the main conclusions arrived at. 

2 NOTATION 

In this paper, the presence of a planner, which 
provides the robot with the 3-D trajectory, γ(t), to be 
tracked (i.e., the desired 3-D trajectory of the camera 
at the end-effector), is assumed. These trajectories 
are generated from a 3-D geometric model of the 
workspace, so that it is necessary to employ a visual 
servoing system that performs the tracking of the 3-
D trajectory using visual information and, at the 
same time, tests whether it is possible to carry out 
such tracking, depending on the interaction forces 
obtained.  

By sampling γ(t) (with period T), a sequence of 
N discrete values is obtained, each of which 
represents N intermediate positions of the camera 
k k 1...N∈γ/ . From this sequence, the discrete 
trajectory of the object in the image 

{ }kS k 1...N= ∈s/  can be obtained, where ks is the 
set of M point or features observed by the camera at 
instant k, { }k k

i i 1...M= ∈s /f . As we have 
previously indicated, in this paper we are not 
interested in image processing issues, therefore, the 
tracked target is composed of four grey marks whose 
centres of gravity will be the extracted features (see 
Section 7). 

The following notations are used. The 
commanded velocity for the visual servoing and for 
the force control systems are C

Vv  and C
Fv  

respectively. F (fx, fy, fz, nx, ny, nz) are force (N) and 
torque (N m) exerted by the environment onto the 
robot and k is the tool stiffness (N m or N m rad-1). 
λV and λF are the proportional control gains for the 
visual and force controllers respectively. 

3 VISUAL TRACKING  
OF TRAJECTORIES 

Each sample, ks, is generated from each position 
k γ . These positions are obtained considering that 
the time between two consecutive samples is 
constant, so that k+1 k+1 kt t t TΔ = − =  where T is the 
video rate. The desired trajectory to be tracked in the 
image is obtained using a natural cubic B-spline (the 
spline interpolation problem is states as: given image 
points { }kS k 1...N= ∈s/  and a set of parameter 

values { }k k 1...NtΓ = ∈/  we want a cubic B-spline 
curve s(t) such that s(tk)=ks): 
 

( ) k 3 k 2 k k
d t t t t += + +s A B C D  (1) 

 
where k k k k, , ,A B C D  are obtained from the 
samples in the image space at the given instants. 

To perform the tracking of the desired trajectory 
in the image space, an image-based control scheme 
to regulate to 0 the following vision-based task 
function is used (Mezouar and Chaumette, 2002): 
 

( )( )+
f d

ˆ - t= ⋅J s se  (2) 
 
where s are the extracted features from the image 
and +

fĴ  is an estimation of the pseudoinverse of the 
interaction matrix. To carry out the tracking of the 
trajectory, the following velocity must be applied to 
the robot (with respect to the coordinate frame 
located at the eye-in-hand camera): 
 

( )dC +
V V fλ +

t
t

∂
= − ⋅ ⋅

∂
s

Jv e  (3) 

where λV > 0 is the gain of the proportional 
controller. 

4 FUSION VISUAL-FORCE 
CONTROL 

Up to now, the majority of approaches for fusing 
visual and force information are based on hybrid 
control. Only recently (Baeten et al., 2002) has it 
been possible to find studies on the control of a 
given direction using force and vision 
simultaneously (shared control). These approaches 
are based on the “task frame” formalism 
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(Bruyninckx and De Schutter, 1996). These works 
suppose the presence of a high level descriptor of the 
actions to be carried out in each direction of the 
work-space at each moment of the task. Thus, the 
geometric properties of the environment must be 
known previously. The approach described in this 
section does not require specifying the sensorial 
systems to be used for each direction. Furthermore, 
the proportion of information used from each sensor 
depends on the criterion described in this section. 

The GLR algorithm (Generalized Likelihood 
Ratio) (Willsky and Jones, 1976) applied to the 
obtained forces is employed for fusing visual and 
force information (the setup of the different 
parameters of the GLR can be seen in our previous 
works (Pomares and Torres, 2005)). If a given task 
consists of using visual and force information for 
maintaining a constant contact with a surface, when 
the value of GLR increases, this can obtained when, 
for several possible reasons (irregularities in the 
surface, errors in the trajectory generated by the 
visual servoing system, high velocity, etc.) the 
tracking is not correctly done and, therefore, the 
system cannot maintain a constant force on the 
surface. The behaviour is then more oscillatory, and 
changes are generated in the interaction forces, 
increasing the value of GLR. To correct this 
behaviour, the proportion of information used from 
the force sensor can be augmented when the value of 
GLR increases, as described below. 

The final control action, Cv , will be a weighted 
sum obtained from the visual servoing system, C

Vv , 
and from the force sensor, ( )C

F F dλ / k= ⋅ −v F F , so 

that C C C
V V F Fp p= ⋅ + ⋅v v v . Depending on the value 

of GLR, we obtain the following control actions: 
GLR≤U1. Normal functioning of the system. In this
case, both control actions are weighted with the same
proportion (empirically U 1=500 is obtained): 

 
C C C

V F0,5 0,5= ⋅ + ⋅v v v  (4) 
 
U1 ≤ GLR ≤ U2. Range of values of GLR that can be 
obtained when a change in the surface begins or 
when the system works incorrectly (empirically 
U2=1000). In this case, the weight applied to the 
control action corresponding to the visual servoing 
system is reduced with the aim of correcting defects 
in the tracking. Before describing the weight 
function for this range of GLR, two parameters that 
characterize this function, are defined. These 
parameters (p1, p2) identify the velocity range that 
the visual servoing system can establish for different 

values of GLR. Thus, when GLR is equal to U1, or 
lower, the velocity established by the computer 

vision system will be 
( )dC +V

Vmax f
λ

+
2

t
t

∂
= − ⋅ ⋅

∂
s

Jv e , 

that is to say, the normal velocity defined to carry 
out the tracking of the trajectory in the image space. 
In the previous expression, we can see the term λV/2 
due to the weight in the control action obtained from 
the computer vision system, C

Vv , in the global 
control action, Cv , that is to say, p1=0,5 (see 
Equation (4)). However, when GLR is equal to U2, 

we define 
( )dC + C

Vmin V 2 f Vmaxλ +
t

p
t

∂
= − ⋅ ⋅ ⋅ <

∂
s

Jv e v  as 

the minimum velocity, empirically obtained, to carry 
out the tracking of the trajectory and which allows 
the system to correct the possible defects in this 
trajectory (the effect of the force control in the 
trajectory is increased in the global control action). 
Thus, the value of the weight associated with the 
velocity provided by the visual servoing system, will 

be 
C
Vmin

2 C
Vmax

0,5p = ⋅
v
v

. Therefore, considering a 

decreasing evolution of the weight function applied 
to the velocity obtained from the visual servoing 
system, this function will have the following value 
in the range U1 ≤ GLR < U2: 
 

2 1 2 1
v 1 1

2 1 2 1

GLR U
U U U U
p p p pp p− −

= ⋅ + − ⋅
− −

 (5)

 
Obviously, the weight associated with the force 
control system will be F v1p p= − . 
GLR ≥ U2. When GLR is in this range, the 
behaviour established is to continue with the 
minimum velocity, C

Vminv . 

5 MANAGING 
CONTRADICTORY CONTROL 
ACTIONS 

Up to now, the approaches for fusing visual and 
force information do not consider the possibility of 
both sensors providing contradictory information at 
a given moment of the task (the visual servoing 
system establishes a movement direction that is 
impossible according to the interaction information 
obtained from the force sensor). 

To assure that a given task in which it is required 
an interaction with the setting is correctly developed, 

Uncalibrated Approach to Track Trajectories



106 

the system must carry out a variation of the 
trajectory in the image, depending on the spatial 
restrictions imposed by the interaction forces. 
Therefore, given a collision with the setting and 
having recognized the normal vector of the contact 
surface (Pomares and Torres, 2005), the 
transformation Tr that the camera must undergo to 
fulfil the spatial restrictions, is determined. This 
transformation is calculated so that it represents the 
nearest direction to the one obtained from the image-
based control system, and which is contained in the 
plane of the surface. Thus, we guarantee that the 
visual information will be coherent with the 
information obtained from the force sensor. To do 
so, considering f to be the position of a given feature 
extracted by the camera at a given instant, and [Ri ti] 
(rotation and translation) a sampling of the 
transformation Tr that the camera undergoes during 
the tracking of the recognized surface, the feature 

'
if  extracted in each one of these positions will be: 

 
' -1

i i i / z= ⋅ ⋅ ⋅ + ⋅A R A A tf f  (6)
 
where z is the distance between the camera and the 
object from which the features are extracted and A is 
the following intrinsic parameter matrix: 
 

( )
( )

u u 0

v 0

f f cot θ
0 f / sin θ
0 0 1

p p u
p v

⋅ − ⋅ ⋅⎡ ⎤
⎢ ⎥= ⋅⎢ ⎥
⎢ ⎥⎣ ⎦

A  (7)

 
Considering the homogeneous image coordinates of 
a feature fi=[ui, vi, 1], u0 and v0 are the pixel 
coordinates of the principal point, f is the focal 
length, pu and pv are the magnifications in the u and 
v directions respectively, and θ is the angle between 
these axes. 

From the sampling of the desired trajectory in the 
image, '

if , a spline interpolator is applied to obtain 
the desired trajectory in the image (see Section 3). 

6 AUTOCALIBRATION 

It is well known that the visual servoing systems 
have certain robustness with respect to calibration 
errors. However, the knowledge of the intrinsic 
parameters is important when visual and force 
information is combined, in order to deal with 
contradictory control actions obtained from both 
sensorial systems. As can be seen in (6) it is 

necessary to know A for determining the new 
trajectory in the image once the collision is detected. 
The matrix A is obtained by a previous calibration of 
the camera using the Zhang’s method (Zhang, 2000). 
However, during the task the intrinsic and extrinsic 
parameters can be modified. In order to update the 
camera intrinsic and extrinsic parameters the 
following method is employed. 
 We assume that the focal length in u and v 
directions differ, denoting fu, fv respectively. The 
estimated camera intrinsic parameters are PI = [fu, fv, 
u0, v0]. At a given instant k, using these parameters 
we obtain a set of features { }k k

I Ii i 1...M= ∈s /f . 

When the set PI varies, the derivative of Is  with 
respect to the change of the intrinsic parameters is: 
 

I I
I

I

P
P t
∂ ∂

= ⋅
∂ ∂

s
s  (8)

 
Considering s  the true features extracted from the 
image, the error function Iξ = s - s  is defined. 
Therefore: 
 

I I
f

I

P
P t

ξ
∂ ∂

= ⋅
∂ ∂

s
J T +  (9)

 
where T is the variation with respect the time of the 
extrinsic parameters, and Jf the interaction matrix 
for four points (Marchand and Chaumette, 2002) 
corresponding to the four features. 

As we have previously described, the intrinsic 
parameters must be known when a collision is 
detected. When ξ is equal to 0 the intrinsic 
parameters, PI, corresponds with the true ones. To 
make ξ decrease exponentially to 0 we form the 
feedback loop to this system where the feedback 
value should be: 
 

I
C f

I I

k
P P

ξ
⎡ ⎤⎡ ⎤ ∂

= − ⋅ ⋅⎢ ⎥⎢ ⎥ ∂⎣ ⎦ ⎣ ⎦

+T s
J  (10)

 
Therefore, the extrinsic and intrinsic parameters 
must be determined when a collision occurs. To do 
so, we move the camera according to the T 
component and the intrinsics with I I IP = P + P   until 
ξ is 0. At this moment the true camera parameters 
will be know and the Equation (6) can be applied to 
obtain the new image trajectory which must be 
tracked. 
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7 RESULTS 

In this section, we describe the different tests carried 
out that show the correct behaviour of the system in 
disassembly tasks. For the tests we have used an 
eye-in-hand camera system composed of a JAI-
M536 mini-camera in the end-effector of a 7 d.o.f. 
Mitsubishi PA-10 robot also equipped with a force 
sensor. The system is able to acquire up to 30 
frames/second and is previously submitted to a 
calibration process (focal length is 7,5 mm). In the 
experiments described in this paper, the tracked 
target is composed of four grey marks. During the 
disassembly the head of the screw is in contact with 
the guide so that we apply the sensorial fusion to 
disassemble the screw (see Figure 1). 

Figure 1: Experimental setup. 
 

Figures 2 and 3 show two experiments for the 
disassembly of the screw. The first graph of each 
figure represents the applied force in z direction 
fusing visual and force information with constant 
weights. In the second graph the proposed strategy 
of variable weights is used (see Section 4).  
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Figure 2: Comparison between the obtained forces without 
using and using the strategy of variable weights. 
Experiment 1. 
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 Figure 3: Comparison between the obtained forces without 
using and using the strategy of variable weights. 
Experiment 2. 

 
In Figures 2 and 3 we can observe that using the 

strategy of variable weights the system response is 
less oscillating. Using this strategy the system 
allows maintaining the constant contact force 
between the guide and the head of the screw. 

When a collision is detected the system updates 
the intrinsic parameters to guarantee that the new 
trajectory is generated correctly. To illustrate the 
behaviour of the algorithm we show an 
autocalibration experiment.  

Figure 4 shows the evolution of the image error 
Iξ = s - s  for each feature, during the calibration. 

Once, the error is zero, the correct intrinsic and 
extrinsic parameters has been obtained.  

 

  
Figure 4: Image error for each feature during the 
autocalibration. 

 
The convergence of the focal length estimations 

is shown in Figure 5 (the pixel is almost the same in 
u and v directions on the image sensor). However, 
using the autocalibration approach described in 
Section 6 it is also possible to determine the camera 
extrinsic parameters, and therefore, to determine the 
position of the robot during the task. In Figure 6, the 
virtual camera trajectory during the calibration is 
shown. 
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Figure 5: Convergence of the estimated focal lengths. 

 

 
 

Figure 6: Virtual camera trajectory during the calibration. 

8 CONCLUSIONS 

We proposed a new method for combining visual 
and force information which allow us to update the 
intrinsic parameters during the task by using an 
autocalibration approach. The visual-force control 
system has others original aspects which improve 
the behaviour of the system. Within these aspects we 
should mention the variable weights applied to each 
sensor (depending on the GLR parameter) and the 
possibility of managing contradictory control 
actions. As the results show, the robot is able to 
track the image trajectory maintaining a constant 
force with the workspace using visual and force 
information simultaneously.  
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Abstract: Mobile robots remain idle during significant amounts of time in many applications, while a new task is not as-
signed to it. In this paper, we propose a framework to use such periods of inactivity to observe the surrounding
environment and learn information that can be used later on during navigation. Events like someone entering
or leaving a room, someone approaching a printer to pick a document up, etc., convey important information
about the observed space and the role played by the objects therein. Information implicitly present in the
motion patterns people describe in a certain workspace is then explored, to allow the robot to infer a “mean-
ingful” spatial description. Such spatial representation is not driven by abstract geometrical considerations
but, rather, by the role or function associated to locations or objects (affordances) and learnt by observing peo-
ple’s behaviour. Map building is thus bottom-up driven by the observation of human activity, and not simply
a top-down oriented geometric construction.

1 INTRODUCTION

In many applications, mobile robots remain idle for
significant amounts of time, while a new task is not
assigned to it. Similarly, in many research labs mo-
bile robots remain inactive during extended periods
of time, while new sensorial information processing
or navigation algorithms are being tested.

The motivation of this work is to use those periods
of inactivity to observe the surrounding environment
and learn information that can be used later on during
navigation. For example, events like someone enter-
ing or leaving a room or approaching a printer to pick
a document up, convey important information about
the observed space and the role played by the objects
therein.

The development of algorithms to extract useful in-
formation from the observation of such events could
bring significant savings in programming, while af-
fording the robot with an extended degree of flex-
ibility and adaptability. In this work, we explore
the information implicitly present in the motion pat-
terns people describe in a certain workspace, to allow
the robot to infer a “meaningful” spatial description.
Interestingly, such spatial representation is not driven

by abstract geometrical considerations but, rather, by
the role or function associated to locations or objects
and learnt by observing people’s behaviour.

The mobile robot we use in this work combines pe-
ripheral and foveal vision. The peripheral vision is
implemented by an omnidirectional camera that cap-
tures the attention stimuli to drive a standard, narrow
field of view pan-tilt (perspective) camera (foveal vi-
sion).

Other research groups have used information as-
sociated to people’s trajectories to help robot navi-
gation. In (Bennewitz et al., 2002) mobile robots
equipped with laser sensors are used to extract tra-
jectories of people moving in houses and offices.
The trajectories are estimated using the Expectation-
Maximization (EM) algorithm and the models are
used to predict human trajectories in order to im-
prove people following. In (Bennewitz et al., 2003)
the same authors propose a method for adapting the
behavior of a mobile robot according to the activi-
ties of the people in its surrounding. In (Kruse and
Wahl, 1998) an off-board camera-based monitoring
system is proposed to help mobile robot guidance.
In (Appenzeller et al., 1997) it is developed a sys-
tem that builds topological maps by looking at peo-
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ple. Their approach is based on cooperation between
Intelligent Spaces (Fukui et al., 2003) and robots. In-
telligent Spaces are environments endowed with sen-
sors like video cameras, acoustic sensors, pressure
sensors, monitors and speakers that send information
about the environment to a central processing system.
Usually, the beings present in the environment are hu-
man beings and, in some cases, robots. From the anal-
ysis of the sensorial data, the Intelligent Space can
supply the “users” with necessary information to ac-
complish some task. For example, this kind of en-
vironment is able to build maps and send them to
the robots, allowing them to navigate safely. How-
ever, this approach is characterized by low scalability,
i.e., if the robot is supposed to navigate in a different
environment, such environment should be structured
a priori.

Our approach to this problem is to extract the mo-
tion patterns of people from the robot’s viewpoint di-
rectly, using an on-board vision system. The advan-
tage of such approach is that the robot can learn from
environments that are not structured for this purpose,
thus giving to the learning process more flexibility
and scalability. However, the robot cannot observe
the entire environment at once, which is a limitation
that can be overcome by using an incremental learn-
ing strategy. Such a strategy allows the robot to ob-
serve the environment from an initial position and to
create a partial model representing the observed re-
gion. Then, starting from this initial model, the robot
may change its position in the environment, and to
keep observing it from the new position. From the
new observations, the initial model could be vali-
dated, changed or enlarged.

The implementation of the incremental learning
process is based on an incremental algorithm of Prin-
cipal Component Analysis (PCA). An incremental al-
gorithm that is based on (Murakami and Kumar, 1982;
Hall et al., 1998; Artač et al., 2002) is here adopted.
The omnidirectional images that are captured by the
robot during the learning process will represent the
nodes of a topological map of the environment. The
incremental PCA (IPCA) algorithm allows the inte-
gration of new images (new nodes) in an online way.
This incremental approach, in conjunction with the
strategy of observing people’s movements, will give
the robot a high level of autonomy on building maps,
while extracting information that allows the percep-
tion of some functionalities associated to specific re-
gions of the environment.

Such topics are hereinafter addressed in the follow-
ing way: Section 2 describes the overall learning sys-
tem, and preliminary results are shown in Section 3.
Section 4 describes the approach to enlarge the par-
tial map created through observation, and in Section 5
some conclusions and discussions about possible de-
velopments are presented.

2 OVERALL LEARNING SYSTEM

Figure 1 shows a scheme of our overall approach. The
most important subsystems, which embed increasing
level of cognition, are the vision, measurement and
modeling subsystems.

The Vision System comprises peripheral and foveal
visual capabilities. Peripheral vision is accomplished
by an omnidirectional camera and is responsible for
detecting movement. Foveal vision is accomplished
by a perspective camera that is able to execute pan and
tilt rotations, and is responsible for tracking moving
objects.

The Measurement System is responsible for trans-
forming visual information into features the robot is
trying to learn, e.g., transforming 2D image informa-
tion into trajectory points on the floor, referred to a
common coordinate frame.

The Modeling System is responsible for building
models that explain data from the measurement sys-
tem. This system operates in two different levels
of cognition, labelled geometric level and temporal
level. The geometric level modeling system outputs
strictly geometric models. The temporal level model-
ing system outputs models that incorporate concepts
like temporal analysis and appearance. Depending
on the kind of model the robot is trying to build, this
system could also drive the way the vision system op-
erates (e.g. controlling the gaze direction).

Figure 1: The Overall Learning System.

In this paper, we use the scheme shown in Figure 1
to learn possible trajectories and interesting places in
the environment surrounding the robot. In this case,
the Measurement System is responsible for trans-
forming 2D image information into trajectory points
on the floor. The Modeling System is responsible for
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building models of possible trajectories and/or find-
ing interesting places in the environment that should
be investigated in more detail (low level modeling).

We assume that the robot has no prior knowledge
about the structure of the working environment. From
any position inside it, the robot should extract useful
information to navigate. In order to do that, it should
be able to detect moving objects, track these objects
and transform this information into possible trajecto-
ries (a set of positions in an external coordinate sys-
tem) to be followed. In the following subsections, we
describe in detail each one of these subsystems.

2.1 Vision System

The vision system deals with two types of visual in-
formation: peripheral and foveal (see Figure 2). The
peripheral vision uses an omnidirectional camera to
detect interesting image events and to drive the atten-
tion of the foveal camera. The foveal vision system
is then used to track the objects of interest, using a
perspective camera with a pan-tilt platform.

2.1.1 Attention System

The attention system operates on the omnidirectional
images and detects motion of objects or people in the
robot vicinity. Other visual cues could be consid-
ered, but in the current implementation we deal ex-
clusively with motion information. Motion detection
can be easily performed by using background subtrac-
tion. Moving objects are detected by subtracting the
current image from the background image (previously
obtained). In this work, the background is modeled
using the method proposed in (Gutchess et al., 2001),
which uses a sequence of images taken from the same
place and outputs a statistical background model de-
scribing the static parts of the scene.

Figure 3 shows an omnidirectional image taken in
the laboratory and the result of movement detection.
Once the movement is detected, a command is sent

Figure 2: The Vision System.

Figure 3: Omnidirectional image captured (a), movement
detection (b).

to the pan and tilt camera to drive its gaze direction
towards the region of interest and to start tracking the
moving object. To direct the camera gaze towards the
detected target, we would need to determine the re-
quired camera pan and tilt angles. The camera pan
angle must be set to the angular position of the tar-
get in the omnidirectional image. To determine the
tilt angle, we would need to determine the distance to
the detected target. Instead, for simplification we al-
ways use a reference tilt position that roughly points
the camera towards the observed region.

2.1.2 Tracking System

Whenever the Tracking System is activated, the At-
tention System is deactivated. We are currently us-
ing a simple tracking algorithm to illustrate the idea
of learning about the environment from observing hu-
man actions. The next step is to improve its perfor-
mance and robustness.

The current tracking routine takes two consecutive
images as the input and extracts the pixels display-
ing some change. The result is that different regions
(moving objects) in the two images are highlighted.
Then, we calculate a bounding box around the de-
tected area. The point to be tracked is the middle point
of the bottom edge of the bounding box (theoretically
a point on the floor).

While operating, the system is continuously detect-
ing regions of interest in the peripheral field of view.
The foveal vision system then tracks these objects,
while they remain visible. If the target is not visible
anymore, the Attention System is made active again.
The measurement system described in the sequence
will integrate the information of different tracked ob-
jects into a common coordinate system, from where
more global information can be interpreted.

2.2 Measurement System

In order to estimate trajectories relative to the robot,
it is necessary to estimate the distance from the robot
to the moving object in each image acquired. Usu-
ally, this problem is solved using two or more cam-
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eras set in different places and applying stereo vision
techniques.

As the robot is stationary while observing the envi-
ronment, consecutive images of a given moving ob-
ject differ only by camera rotations (pan and tilt).
Thus, stereo can not be used to reconstruct the 3D tra-
jectory of the target. The alternative used to solve this
problem is to estimate the homography H between
the floor and the image plane, i.e., to find an a pri-
ori plane projective transformation that transforms an
image point (u,v) into a point on the floor (X,Y,1), or

λ

(
u

v

1

)
= H

(
X

Y

1

)
, (1)

where H is the 3×3 homography matrix. Initially, the
homography is estimated using a set of ground plane
points, whose 3D positions are known with respect to
some reference frame. Then, when the foveal camera
moves, the homography is updated as a function of
the performed motion. So, as the camera is tracking
the object, its pose is changing, and the same happens
to the homography between the image plane and the
floor. For this reason, we use the pan and tilt angles
to update the homography (see Figure 4).

We assume that the intrinsic parameters of the pan-
tilt camera are known a priori, after an initial cali-
bration step. The intrinsic parameters are used to de-
compose the homography matrix into a rotation ma-
trix and a displacement vector (camera pose) relating
the camera frame to a world frame. Pan and tilt angles
generate canonical rotation matrices that multiply the
original rotation matrix, thus updating the homogra-
phy.

Figure 4: The Measurement System.

In order to recover camera pose, we apply the
methodology presented in (Gracias and Santos-
Victor, 2000), which we briefly describe next. The
homography, H, can be written as

H = λKL (2)

where λ is an unknown scale factor, K is the camera
intrinsic parameter matrix and L is a matrix composed

from the full (3 x 3) rotation matrix R and the trans-
lation vector t. Hence,

L = [ R t ] , (3)

where R is a 3x2 submatrix comprising the first two
columns of matrix R. Due to noise in the estimation
process, homography H will not follow exactly the
structure of (2). Alternatively, using the Frobenius
norm to measure the distance between matrices, the
problem can be formulated as

λ,L = argmin
λ,L

‖λL − K−1H‖2
frob (4)

subject to L
T
L = I2, where L is a 3x2 submatrix

comprising the first two columns of L. The solution
of (4) can be found through Singular Value Decom-
position (SVD). Let UΣVT be the SVD of K−1H.
Then, L is given by

L = UVT , (5)

and

λ =
tr(Σ)

2
. (6)

The last column of L, namely t, can be found as

t = K−1H

[
0
0
1
λ

]
, (7)

thus resulting
L = [ L t ] . (8)

The last column of rotation matrix R can be found
by computing the cross product of the the first two
columns. The updated rotation matrix is given by

NewR = R ·RPAN ·RTILT . (9)

Finally, the updated homography is then

NewH = λ ·K · NewL, (10)

where

NewL =
[

NewR Newt
]

Newt = NewR · t.
We have now a way to project all tracked trajecto-

ries onto a common coordinate system associated to
the ground plane. In this global coordinate system,
the different trajectories described by moving objects
can be further analyzed and modeled, as described in
the next subsection.

2.3 Modeling System

The modeling system is responsible for building mod-
els explaining data emerging from the measurement
system. Depending on the nature of the models the
robot is building, this system can drive the way vi-
sion system operates. This system can operate in two
different levels of cognition:
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• geometric level - the geometric level modeling sys-
tem outputs strictly geometric models, e.g., metric
trajectories that could be followed by the robot;

• temporal level - the temporal level modeling sys-
tem outputs models that incorporate a temporal
analysis as well as concepts like appearance, e.g.,
images representing regions of the environment can
be associated to a spacial description the robot can
use to navigate (topological maps);

2.3.1 Geometric Level

In this work, the modeling system operates on geo-
metric level, once it aims to interpret the observed
(global) trajectories onto representations that can be
used for navigation. Currently, we consider three
main uses of such data:

• the observed trajectories correspond to free (obsta-
cle free) pathways that the robot may use to move
around in the environment;

• regions where trajectories start or end might corre-
spond to some important functionality (e.g. doors,
tables, tools, etc) and should be represented in a
map;

• if many trajectories meet in a certain area, it means
that that region must correspond to some important
functionality as well.

Hence, from observation the robot can learn the lo-
cation of interesting places in the scene and the most
frequent ways to go from one point to another. Mov-
ing further, the robot also might be able to distinguish
uncommon behaviours, what could be used in surveil-
lance and monitoring tasks.

2.3.2 Temporal Level

The next step in the modeling process would be the
addition of a temporal analysis of the events that oc-
cur while the robot observes the scene. Concepts like
appearance are incorporated in the model as well. Ap-
pearance is often used to solve the problem of mo-
bile robot localization based on video images (Gaspar
et al., 2000). Rather than characterizing from strictly
known geometric features, the approach is to rely on
appearance-based methods and a temporal analysis to
enrich the model of the environment. The temporal
analysis will allow the characterization of pathways,
as well as regions where people usually stop and stay
for periods of time while engaged in some activity.

3 EXPERIMENTAL RESULTS

We performed preliminary experiments in the labora-
tory to verify the performance of the Vision, Measure-

−400 −300 −200 −100 0 100 200
−100

0

100

200

300

400

500

T
A

B
LE

W
or

ks
ta

tio
n

W
or

ks
ta

tio
n

T
A

B
LE

W
or

ks
ta

tio
n

W
or

ks
ta

tio
n

DOOR

ROBOT

Measures performed

X(cm)

Y
(c

m
)

Figure 5: Real data measured from observing people’s
movements.

ment and Modeling systems. The robot stayed ob-
serving the laboratory while people walked by, along
different trajectories. Each trajectory was performed
and recorded separately. The positions on the floor,
measured by the system, are shown in Figure 5.

The data generated by the Measurement System is
then interpreted by the Modeling System. When an-
alyzing the data shown in Figure 5, the most interest-
ing point is the kind of information that can be ex-
tracted from such data. One could try, for example, to
extract models of observed trajectories. In this case,
the model could be obtained statistically (Bennewitz
et al., 2002) or deterministically. In the deterministic
case, local (e.g. splines) or global (e.g. polynomial)
models could be used.

To illustrate the idea, the trajectories shown in Fig-
ure 6 were modeled using a linear polynomial model.
Places of interest can be detected as well (see Fig-
ure 6). In this case, we applied a threshold on the data
shown in Figure 5 based on the number of times a po-
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Figure 6: Examples of modeled trajectories and places of
interest.
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sition was visited. This is done in order to filter the
data, thus discarding positions that are not frequently
visited. Then, we use a k-means algorithm to cluster
the remaining data.

By identifying these places, a strategy for modeling
and identification can be derived, thus providing an
autonomous way of learning models for such places.
For example, as we can see in Figure 6, three of such
places of interest appear in front of workstations in
the laboratory.

4 ENLARGING THE MAP

The experimental results obtained suggest that, from
its initial position, it is unlikely that the robot can
model correctly all the trajectories and interesting
places in the environment. This is expected to happen
due to occlusions and the high uncertainty assigned to
distant regions.

Trajectory models based on observations made
from the robot’s initial position are highly affected
by occlusions. Besides the incorrect models, occlu-
sions can lead to a misclassification of the regions of
the environment labelled as “interesting places.” For
example, from the viewpoint of the robot, one can de-
scribe (or model) the region where a door is placed as
a region where people usually appear and disappear.
In most cases, and if occlusions are not present, such a
description would suffice to correctly distinguish the
object door from other “interesting places” in the en-
vironment. However, if occlusions are present, the
trajectory points where they occur would be incor-
rectly modelled as regions corresponding to doors.

From these considerations, it can be concluded that
it is necessary that the robot, based on the initial
model built from its initial position, changes its po-
sition in the environment and restart the observation
process, aiming to validate the current model. A strat-
egy that allows the robot to choose the new viewpoint,
given the current (and partial) metric map, should now
be developed. New measurements could then be com-
pared to the old ones through odometry readings.

Once a trajectory has been validated, the robot
could start the topological mapping. The validated
trajectory would be followed by the robot, while cap-
turing images and building the map in a incremental
way. Each image would be assigned to a map node,
representing a position in the environment. The idea
consists in representing the robot environment as a
topological map, storing a (usually large) set of land-
mark images. To speedup the comparison of the robot
views with these landmark images, it is advantageous
to use low-dimensional approximations of the space
spanned by the original image set. One example is to
use principal component analysis (PCA) that uses the

set of input images to extract an orthonormal basis (or
model) of a lower dimensional subspace (eigenspace)
that approximates the input images.

In the traditional approach to calculate these
eigenspace models, known as batch method, the robot
must capture all the images needed to build the map
and then, using either eigenvalue decomposition of
the covariance matrix or singular value decomposi-
tion of the data matrix, calculate the model. This ap-
proach has some drawbacks, however. Since the en-
tire set of images is necessary to build the model, it
is impossible to make the robot to build a map while
visiting new positions. Update of the existing model
is only possible from scratch, which means that origi-
nal images must be kept in order to update the model,
thus requiring a lot of storage capability.

To overcome these problems, some authors (Mu-
rakami and Kumar, 1982; Hall et al., 1998) proposed
algorithms that build the eigenspace model incremen-
tally (sometimes referred to as subspace tracking in
the communications literature). The basic idea be-
hind these algorithms is to start with an initial sub-
space (described by a set of eigenvectors and asso-
ciated eigenvalues) and update the model in order to
represent new acquired data. This approach allows
the robot to perform simultaneous localization and
map building. There is no need to build the model
from scratch each time a new image is added to the
map, thus making easier to deal with dynamic envi-
ronments. Recently, Artač et al (Artač et al., 2002)
improved Hall’s algorithm (Hall et al., 1998) by sug-
gesting a way to update the low dimensional projec-
tions of the images, thus allowing to discard the image
as soon as the model has been updated. Whenever the
robot acquires a new image, the first step consists in
determining whether or not this image is well repre-
sented by the existing subspace model. The compo-
nent of the new image that is not well represented by
the current model is added to the basis as a new vector.
Then, all vectors in the basis are “rotated” in order to
reflect the new energy distribution in the system. The
rotation is represented by a matrix of eigenvectors ob-
tained by the eigenvalue decomposition of a special
matrix (see (Freitas et al., 2003) for details).

Through this IPCA algorithm, it is possible to make
the transition from geometric to appearance models.
The robot will follow the metric trajectory based on
odometry, while acquiring images and building the
topological map of that trajectory incrementally.

5 CONCLUSIONS AND FUTURE
WORK

Currently, the temporal analysis modeling level is un-
der development, and experimental results will be
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available soon . A further development of the mod-
eling system could consist of the addition of a Func-
tional Level. This level would be associated with
the affordances of the environment, perceived by the
robot. According to Gibson (Gibson, 1979), “the af-
fordance of anything is a specific combination of the
properties of its substance and its surface taken with
reference to an animal.” In other words, the term af-
fordance can be understood as the function or role,
perceived by an observer, that an object plays in the
environment. Such functionalities are quickly per-
ceived through vision, and full tridimensional object
models are not always required so that their function-
alities in the environment could be perceived.

Even though a robot had a full tridimensional
model of the environment and information about the
movement of the objects, it wouldn’t have a human-
like scene vision. When human beings (and ani-
mals) observe a scene, they “see” several possibilities
and restrictions (Sloman, 1989), such as possibilities
of acquisition of more information through a change
in the viewpoint and possibilities of reaching a goal
through interaction with objects present in the envi-
ronment. Hence, Gibson’s affordances are closely re-
lated to these possibilities and restrictions. Once the
affordances represent a rich source of information to
understand the environment, it is important to develop
a strategy to identify and extract them from the im-
ages captured by the robot. Then, it is possible that
the observation of people while executing common
tasks reveal some affordances in the environment. For
example, one can assign to the doors of an environ-
ment the affordance “passage.” If the robot could ob-
serve people appearing and disappearing in a specific
region, it would perceive that region as an access to
such an environment.

While the robot is building the map or navigating
based on a map previously built, it is likely that the
robot faces an object or a person in its way. In order
to avoid the collision, it is necessary to develop an ob-
stacle detection algorithm and an obstacle avoidance
strategy based on information that can be extracted
from images. Besides, an environment inhabited by
people is subject to changes in its configuration. If
these changes are not detected by the robot and repre-
sented in the environment model, the map would not
be a correct representation of the environment any-
more. Hence, it is also necessary to develop a method-
ology to detect changes in the environment configura-
tion.
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Abstract: Tracking extended objects like humans in crowded environments is one of the challenges in mobile robotics.
Several characteristics must be taken into consideration when evaluating the performance of such a tracking
algorithm — e.g. accuracy, the need for computation time and the ability to deal with complex situations
like crossing targets. In this paper two different algorithms for tracking extended targets are examined and
compared by means of these criterias. One result is that none of the algorithms alone is a sufficient solution
to the criterias. Therefore, a switching approach using both algorithms is introduced and tested on real world
data.

1 INTRODUCTION AND
RELATED WORK

For many real world applications it is essential that a
robot is able to interact with its environment. This is
true for multi–robot systems where a group of robots
has to solve a given task or where robots are supposed
to support people. For such situations, the awareness
of the position of people and other robots is a funda-
mental ability for a mobile unit to be able to interact
with its environment in an appropriate way.

This problem can be analysed under the superordi-
nate concept of tracking. Tracking denotes the esti-
mation of the position of an object based on consec-
utive sensor measurements. It is well studied in the
field of aerial surveillance with radar devices (Bar-
Shalom and Fortmann, 1988). In the area of mo-
bile robots tracking is also a well established research
topic (Prassler et al., 1999; Schulz et al., 2001; Fod
et al., 2002; Fuerstenberg et al., 2002). In mobile
robotics laser range scanners are one of the preferred
sensor devices. A Sick laser range scanner for ex-
ample can measure the distance to the next reflecting
obstacle with a high angular resolution of e.g. 0.25
degree. Lasers have rapidly gained popularity for mo-
bile robotic applications such as collision avoidance,
navigation, localization and map building in the re-
cent years (Thrun, 1998).

The problem of tracking people and other objects in
densely populated environments with a robot–borne
laser scanner can be characterized in the following
way: most of the readings are from obstacles like
walls or other objects and only a few measurements
come from the tracked object itself. This fact is illus-
trated in Figure 1. It shows the measurements of one
scan in a real system in our laboratory. In the scenario
the observing robot, at which two Sick lasers with a
180 degree field of view each are mounted back to
back, is located in the centre with coordinates (0, 0).
There are two humans in the field of view of the robot.
Furthermore, there are two wall–like obstacles. Most
of the measurements originate from the walls of the
laboratory. The problem of allocation of data ob-
tained from the presently accounted target is called
the data association problem (Bar-Shalom and Fort-
mann, 1988). As a solution to this problem, a tracking
algorithm might use a validation gate which separates
the signals belonging to the current target from other
signals. A second characteristic of tracking people
with laser range scanners is the occurrence of several
measurements from the same object. In contrast to
common radar based tracking sensors the Sick laser
scanner has a much higher resolution and refresh rate.
This leads to the fact that the tracked object gener-
ates several measurements. Therefore, we have to
deal with what we call extended objects instead of
punctiform objects like in the common radar track-
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Figure 1: Measurements of one scan.

ing literature. Thereby, punctiform targets are those
ones, which are the origin of just one measurement.
A third characteristic of tracking in the field of mobile
robotics is the occurrence of crossing targets. This
means that two targets get very close to each other,
so that they cannot be separated by common tracking
algorithms (Fortmann et al., 1983), (Kräußling et al.,
2004b). This situation can appear e.g. when two hu-
mans meet, talk to each other and split again and is
a well known problem in mobile robotics (Prassler
et al., 1999).

In Section 2 we introduce two algorithms which
can deal with tracking extended objects as long as
they are not crossing. The first algorithm just makes
use of the Kalman filter (Kalman, 1960), whereas
the second one also is based on the Viterbi algorithm
(Viterbi, 1967). The application of the Kalman filter
has a long tradition in mobile robotics (Dissanayake
et al., 2001). Additionally, the underlying models for
the dynamics and the observation process of the ob-
ject are proposed and the details of the validation gate
are given. In Section 3 the results of the compari-
son of the accuracy and the computational complex-
ity of the algorithms are presented. The comparison
of different algorithms is a well introduced issue in
mobile robotics (Gutmann et al., 1998) and (Gutmann
and Fox, 2002). In Section 4 the performance of the
algorithms under the condition of crossing targets is
studied and it is shown, that none of the algorithms
can handle this situation sufficiently. Therefore an
improved algorithm based on the Viterbi algorithm
is introduced. In Section 5 a new hybrid or switch-
ing algorithm, which is the main contribution of this
work, is proposed as a possible solution of the track-
ing problem in mobile robotics. It uses the improved
algorithm only when a crossing occurs and otherwise
it just uses a simple Kalman filter. The performance
of the switching algorithm is tested on real data in de-
tail. In Section 6 the switching algorithm is compared
to the well established SJPDAF (Schulz et al., 2001).
Finally, in Section 7 a summary and an outlook on
future work are given.

2 THE MATHEMATICAL
BACKGROUD OF THE
ALGORITHMS

2.1 The Model

The dynamics of the object to be observed and the
observation process itself are modeled by a hidden
Gauß–Markov chain with the equations

xk = Axk−1 + wk−1 (1)

and
zk = Bxk + vk. (2)

Thereby, xk is the object state vector at time k, A is
the state transition matrix, zk is the observation vec-
tor at time k andB is the observation matrix. Further-
more,wk and vk are supposed to be uncorrelated zero
mean white Gaussian noises with covariances Q and
R.

Since the motion of a target in the plane has to be
described a two dimensional kinematic model is used.
Therefore, it is

xk = ( xk1 xk2 ẋk1 ẋk2 )� (3)

with xk1 and xk2 the Cartesian coordinates of the tar-
get and ẋk1 and ẋk2 the corresponding velocities. zk

gives just the Cartesian coordinates of the target. For
the coordinates the equation of a movement with con-
stant velocity is holding, i.e. it is

xk+1,j = xkj + ΔT ẋkj . (4)

ΔT is the time interval between two consecutive mea-
surements. For the progression of the velocities we
use the equation

ẋk+1,j = e−ΔT/Θẋkj + Σ
√

1 − e−2ΔT/Θu(k) (5)

from (van Keuk, 1971) with the zero mean white
Gaussian noise u(k) with E[u(m)u(n)�] = δmn.
Thus, the velocity is supposed to decline exponen-
tially. The term

Σ
√

1 − e−2ΔT/Θu(k) (6)

models the process noise and the accelerations.

2.2 The Validation Gate

The validation gate is realised using the Kalman filter.
The Kalman filter calculates a prediction y(k + 1|k)
for the measurements zk+1,l from the actually hand-
led target at time step k + 1 via the formula

y(k + 1|k) = B · A · x(k|k). (7)

Thereby x(k|k) is the estimate for the position of the
target at time step k. For every sensor reading zk+1,l

A. Kräußling et al.



119

of the time step k+1 (l = 1, . . . 360) the Mahalanobis
distance λ (Mahalanobis, 1936) with

λ = (zk+1,l − y(k + 1|k))� · [S(k + 1)]−1·
·(zk+1,l − y(k + 1|k)) (8)

is computed. Then all measurements with λ > λmax

with a given treshold λmax are excluded. See (Bar-
Shalom and Fortmann, 1988) for further details. This
procedure results in a set {ẑk+1,i}mk+1

i=1 of mk+1 se-
lected measurements ẑk+1,i The matrix S(k + 1) is
the innovations covariance from the Kalman filter. In
common filter applications this matrix is calculated
from the predictions covariance P (k + 1|k) with the
equation

S(k + 1) = BP (k + 1|k)B� +R (9)

with the given covariance matrix R of the measure-
ment noise. The predictions covariance is derived
from the equation

P (k + 1|k) = AP (k|k)A� +Q. (10)

But for tracking extended objects this approach is not
sufficient, since there is an additional influence of the
extendedness of the object to the deviation of the mea-
surements from the prediction y(k+1|k). To take care
of this feature an accessory positive definite matrix E
should be added in Eq. (9). Because the lateral dimen-
sion of people usually shows a radius in the range of
30 cm, the entries of E should be in the range of 900.
Thus, after some optimization process we used

E =
(

780 0
0 780

)
(11)

and

S(k + 1) = BP (k + 1|k)B� +R+ E. (12)

The values of the entries of the matrix E vastly ex-
ceed the values of the entries of the matrix R, so that
the main contribution in Eq. (12) comes from the ma-
trix E. Of course, a more elaborate model of the tar-
get shape like in (Taylor and Kleeman, 2004) or in
(Zhao and Shibasaki, 2005) could be used. These au-
thors have developed models for walking, modeling
the movement of the two legs of a person explicitly.
Thereby they make use of the fact that the laser scan-
ners are usually mounted at the height of the legs. We
have rejected such an approach because of the compu-
tational burden aligned with these approaches. More-
over looking at the actual data we get from the laser
scanners we found that its hard to separate the legs
of the persons in most of the scans. Finally, as one
of the references has already mentioned, the situation
can get very complex when there are crossing targets
(Taylor and Kleeman, 2004). This can result in a dra-
matic increase of the number of hypothesis used for
the modeling of the walking persons.

One characteristic of the model proposed in this pa-
per consists of the fact, that the sequence {Kk}∞k=1
of the Kalman gains (please note Eq. (15) for a def-
inition) converges very rapidly to a limit. Thus, the
calculations of the matrices Kk can be omitted and
instead it is sufficient to calculate and use the limit
K = limk→∞Kk. This limit can be calculated quite
easily, similar to the case of the α–β–filter described
in (Ekstrand, 1983). These facts can be exploited for
the development of a tracking algorithm for real time
applications.

2.3 The Kalman Filter Algorithm
with Equal Weights

This algorithm first calculates an unweighted mean
zk+1 of the mk+1 measurements {ẑk+1,l}mk+1

l=1 , that
have been selected by the gate, i.e. it is

zk+1 =
1

mk+1

mk+1∑
l=1

ẑk+1,l. (13)

This mean is used as the input for the updating equa-
tion of the Kalman filter, i.e. it is

x(k+1|k+1) = x(k+1|k)+Kk+1(zk+1−y(k+1|k))
(14)

with the predictions x(k + 1|k) = Ax(k|k) and
y(k + 1|k) and the Kalman gain Kk+1 derived from
the Kalman filter via the formula

Kk+1 = P (k + 1|k)B�[S(k + 1)]−1 (15)

or as supposed above by using the limit K of the se-
quence {Kk}∞k=1. The covariances are then updated
with the equation

P (k+1|k+1) = P (k+1|k)−Kk+1S(k+1)[Kk+1]�.
(16)

Finally, the estimates x(k + 1|k + 1) are further im-
proved by the use of the Kalman smoother (Shumway
and Stoffer, 2000). The corresponding algorithm is
called Kalman filter algorithm (KFA).

2.4 The Viterbi Based Algorithm

The Viterbi algorithm has been introduced in (Viterbi,
1967). A good description is also given in (Forney Jr.,
1973). It has been recommended for tracking puncti-
form targets in clutter in (Quach and Farooq, 1994)
and for tracking extended targets in (Kräußling et al.,
2004a). It calculates for each selected measurement
ẑk,i a separate estimate x(k|k)i. For the calculation
of the estimates x(k|k)i in the update equation the
measurement ẑk,i and the predictions x(k|k−1)j and
y(k|k − 1)j from the predecessor j are used. When
tracking punctiform targets in clutter, the predecessor
is determined by minimizing the length of the paths
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ending in ẑk,i. When regarding extended targets in
most cases all measurements in the validation gate are
from the target, so that it is not meaningful to con-
sider the lengths of the paths ending in the possible
predecessors ẑk−1,j when determining the predeces-
sor. Therefore, a better choice for the predecessor is
that one for which the Mahalanobis distance (Maha-
lanobis, 1936)

ν�k,j,i[Sk]−1νk,j,i (17)

is kept to a minimum. Thereby νk,j,i is the innovation

νk,j,i = zk,i − y(k|k − 1)j (18)

and Sk is the innovations covariance. This procedure
is similar to a nearest neighbour algorithm. As al-
ready mentioned above, there is a major difference to
the tracking of punctiform targets, when calculating
the matrix Sk for tracking extended targets. The ex-
tendedness of the targets can increase the distance of
the measurements from the prediction y(k|k − 1)j .
Thus we add an additional positive definite matrix
when calculating the innovations covariance. Other-
wise a lot of the measurements from the target would
be excluded by the gating process.

When applying the Viterbi algorithm the applica-
tion of the validation gate is performed in the fol-
lowing way. At first for every selected measurement
ẑk−1,j the gate is applied to the measurements at time
k. That results in the setsZk,j of measurements which
have passed the particular gate for the measurement
ẑk−1,j successfully. The set of all measurements ẑk,i,
that are associated with the target, is then just the
union of these sets. The corresponding algorithms
can deal with multimodal distributions to some ex-
tend, which is a major improvement when dealing
with crossing targets.

The estimates delivered by the Viterbi algorithm
are used as follows. One of these estimates is chosen
as an estimate of the position of a target. This estimate
is the one with index one. Again, different from track-
ing a punctiform target in clutter, it is not meaningful
to make use of the lengths of the paths correspond-
ing to the estimates. The corresponding algorithm is
called Viterbi based algorithm (VBA) and has been
introduced in (Kräußling et al., 2004a).

3 EVALUATION OF THE
ALGORITHMS

3.1 Tracking a Circular Object

In mobile robotics there are mainly two classes of ob-
jects to track – other robots or people. Since a lot of
service robots are of circular shape and these objects

can be treated analytically we will concentrate on this
class of objects in this section. We start with the fol-
lowing conjecture: the algorithm that uses a mean (i.e.
KFA) estimates a point in the interior of the object,
that is the mean of the points on the surface of the ob-
ject, which are in the view of the observer. This mean,
that we will call balance point, will be calculated as
follows. To simplify the problem, it is assumed, that
the centre of the observed circular object is at the ori-
gin of the planar coordinate system and the centre of
the observer lies on the x–axis. The radius of the ob-
served object is r and the distance from the centre of
the observed object to the centre of the observer is
denoted by d. The coordinates of the mean S in the
interior are denoted by (x, y). Because of the symme-
try of the problem it immediately follows that y = 0.
Moreover,

x =
1
φ

∫ φ

0

x(θ)dθ. (19)

For the definition of the angle φ we refer to Figure 2
and for the definition of the distance x(θ) we refer
to Figure 3. The latter is calculated from the known
values d and r and the angle θ as follows. By the
proposition of Pythagoras

r2 = h2 + x2(θ) (20)

and
(d− x(θ))2 + h2 = l2. (21)

Figure 2: Derivation of the angle φ.

Figure 3: Derivation of the distance x(θ).
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Furthermore

sin θ =
h

l
. (22)

From these three equations the term

x(θ) = d sin2 θ + cos θ
√
r2 − d2 sin2 θ (23)

for calculating x(θ) can be derived. Together with
Eq. (19) this results in

x =
1
φ

∫ φ

0

(
d sin2 θ + cos θ

√
r2 − d2 sin2 θ

)
dθ.

(24)
According to Figure 2 there is the expression

sinφ =
r

d
, (25)

which can be used for the derivation of the angle φ.
For the antiderivative of the first term in the integral it
is (Bronstein and Semendjajew, 1987)∫

sin2 θdθ =
1
2
θ − 1

2
sin θ

√
1 − sin2 θ. (26)

The antiderivative of the second term can be found by
integration by substitution. We use u = d sin θ and
therefrom it is∫

cos θ
√
r2 − d2 sin2 θ =

1
d

∫ √
r2 − u2du.

(27)
The antiderivative of

∫ √
r2 − u2du is (Bronstein and

Semendjajew, 1987)

1
2

(
u
√
r2 − u2 + r2 arcsin

u

r

)
. (28)

With the expression for sinφ from Eq. (25) this finally
results in

x =
d

2
+

r

2d arcsin r
d

(πr
2

−
√
d2 − r2

)
. (29)

3.2 Experimental Results

Table 1 shows the results for different values of d used
in our simulations. They are in the range of the typi-
cal distances between the laser and the object, which
occur in the field of mobile robotics. For the radius r
of the object we have set r = 27cm, which is in the
range of the dimension of a typical mobile robot.

Table 1: Angle φ and Distance x.
d/cm φ/rad φ/deg x/cm

100 0.2734 15.6647 23.3965
200 0.1354 7.7578 22.3607
400 0.0676 3.8732 21.7837
600 0.0450 2.5783 21.6103
800 0.0338 1.9366 21.4803
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Figure 4: x as a function of the distance d.

Figure 4 shows the effect of the radius d on the bal-
ance point. With growing radius d the observable area
of the object increases and hence the balance point S
moves closer to the centre of the object.

In the following we consider the movement of the
circular object around the laser range scanner on a cir-
cle with radiusR. To evaluate the performance of the
algorithms solving this problem simulated data has
been used, because we needed to know the true po-
sition of the target very accurately. This is hard to
achieve using data from a real experiment and has
already been mentioned by other authors (Zhao and
Shibasaki, 2005). Since we considered a movement
on a circle, the process noise only originates from the
centripetal force, that keeps the object on the circle.
The simulations have been carried out for the values
of the radius R introduced in Table 1. The values
for the standard deviation σ of the measurement noise
have been 0 cm, 1 cm, 3 cm, 5 cm, 7.5 cm and 10 cm.
These values are in the typical range of the errors
of the commercial SICK lasers, which are commonly
used in mobile robotics. For each pair of R and σ 20
replications have been carried out. For each time step
k the Euclidian distance of the output of the tracking
algorithm from the balance point has been calculated
and therefrom the average of these distances over the
whole run has been calculated. Finally, from these
averages the average over the 20 cycles had been cal-
culated. The results with unit 1 cm are presented in
Table 2.

Table 2: Average Distance from S for the KFA.
R/cm 100 200 400 600 800

σ = 0 cm 0.97 0.37 0.22 0.56 0.25
σ = 1 cm 0.97 0.37 0.22 0.56 0.26
σ = 3 cm 0.97 0.38 0.30 0.57 0.35
σ = 5 cm 0.99 0.43 0.41 0.65 0.54

σ = 7.5 cm 1.05 0.56 0.57 0.79 0.78
σ = 10 cm 1.11 0.63 0.74 0.96 1.01

The corresponding standard deviations calculated
from the 20 cycles are small. They reach from about
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0.01 cm for the smaller standard deviations of the
measurement noise to about 0.1 cm for the larger
ones.

It is apparent, that the outputs of the KFA produce
a good estimate for the balance point S. Thus, an
estimate for the centre of the circular object can be
derived directly. This is due to the fact, that the Eu-
clidian distance x of the balance point to the centre of
the object can be calculated depending onR as above.
Furthermore, the observer, the balance pointS and the
centre C of the object are lying on a straight line as
indicated in Figure 5. Thus, KFA delivers good infor-
mation about the position of the object.

observerobserver balance point Sbalance point S

centre Ccentre C

xx

circular objectcircular object

Figure 5: Determination of the centre C.

The VBA algorithm calculates one position esti-
mate for every single range reading that originates
from one target. So each estimate corresponds to one
point on the surface of this object. The algorithm
then chooses one of these estimates without having
the knowledge to which point the estimation is cor-
responding. Therefore, we have a great uncertainty
about the estimated position.

This is illustrated in Figures 6–10. In Figures 6 and
7 the points on the surface of the object, which are in
the view of the observer, are reproduced. The figures
show that for a greater distance of the object to the
observer there is a larger amount of points in the view
of the observer. Hence, for a greater distance there is
a greater uncertainty about which point on the surface
is estimated. The angle ϕG indicated in the figures is
the same as the angle φ introduced in Figure 2.

Figures 8 and 9 show the possible positions of the
centre of the object. Again, there is a greater uncer-
tainty for a greater distance.

Finally, Figure 10 presents some examples for pos-
sible positions of the object. From Figures 8 and 9
the following statement can be concluded: there is a
great uncertainty in the estimate of the centre of the
object when applying VBA. For large distances this
uncertainty is in the range of the diameter of the ob-
ject. There are two further problems that complicate
the situation:

• first, the points on the surface that are hit by the
laser beam, change from time step to time step.

• second, there is an additional error in form of the
measurement noise, that corrupts the data.

G

observer

possible points 
on the surface

Small distance

Figure 6: Possible points, small distance.

observer

G

possible points 
on the surface

great distance

Figure 7: Possible points, large distance.

Recapitulating it can be concluded that the VBA de-
livers only sparse information about the true position
of the target.

Now it is referred to a second criterion for the
comparison of the algorithms, the computational
complexity. As a measure for this property the need
of computing time for the fulfilment of the calcula-
tions for one time step is used. The reason for this
procedure is, that the VBA is very complex and there-
fore it would be very difficult to estimate for instance
the number of matrix multiplications. The algorithms
have been implemented in MATLAB and have been
conducted on a Pentium IV with 2.8 GHz. The KFA
needed about 20ms per time step for all combinations
of radius R and standard deviation σ of the measure-
ment noise. The results for the VBA are given in Ta-
ble 3 in seconds. It shows that the computation time
varies from about 80ms to about 1.5 s for the VBA.
Thus, the values of the VBA depend on the radius R.
This is due to the fact that the number of measure-
ments from the target highly depends on the radius.
The complexity of the VBA strongly depends on the
number of measurements from the object. For exam-
ple the predecessor, that has to be determined for ev-
ery new measurement, has to be chosen among all the
measurements from the last time step.

Table 3: Computation time for the VBA.
R/cm 100 200 400 600 800

σ = 0 cm 1.45 0.41 0.17 0.10 0.08
σ = 1 cm 1.46 0.41 0.17 0.10 0.08
σ = 3 cm 1.46 0.42 0.17 0.10 0.08
σ = 5 cm 1.48 0.41 0.16 0.10 0.08

σ = 7.5 cm 1.47 0.41 0.17 0.10 0.08
σ = 10 cm 1.48 0.42 0.17 0.10 0.08
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Figure 8: Possible centers, small distance.
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Figure 9: Possible centers, large distance.

4 THE PROBLEM OF CROSSING
TARGETS

Two targets are crossing, if their validation gates in-
tersect, i.e. some measurements are lying in the val-
idation gates of both of the two targets. Figure 11
shows a typical situation.

Figures 12 and 13 show the behaviour of the two in-
troduced algorithms when being applied to the prob-
lem of crossing targets using real data originating
from an experiment with two walking persons in our
laboratory. They show the estimates for the position
of the objects calculated by the two algorithms by use
of ellipses. Thereby the estimated position is the cen-
tre of the ellipse, whereas the shape of the ellipse rep-
resents the actual geometry of the tracked object. The
objects start in the left and move to the right as indi-
cated in Figure 11.

Obviously none of the algorithms can deal with the
problem of crossing targets. They all locate both ob-
jects at the same position after the crossing. Obvi-
ously the targets are not separated after the crossing.
Thus, tracking extended crossing objects is a difficult
situation for a tracking algorithm. There are several
methods for tracking punctiform crossing targets in
clutter:

1. the MHT (Multi Hypothesis Tracker) introduced by
Reid in 1979 (Reid, 1979).

2. the JPDAF (Joint Probabilistic Data Association
Filter) introduced by Fortmann, Bar–Shalom and
Scheffe in 1983 (Fortmann et al., 1983).

3. the PMHT (Probabilistic Multi Hypothesis
Tracker) introduced by Streit and Luginbuhl in
1994 (Streit and Luginbuhl, 1994).

Of course, an extension of this algorithms to track-
ing extended crossing objects is straightforward. But

observer

estimate examples for the 
position of the object

examples for the 
position of the object

estimate

observer

small distance

Great distance

Figure 10: Examples for the position of the object.

Figure 11: Two crossing objects.

there are several reasons, why such approaches might
fail:

• in most cases there are several measurements from
the same target

• the crossing can last for a longer time period

• one of the objects might be occluded by the other
object for some time

• the objects can accomplish very abrupt manoeuvres
during the crossing or especially at the end of the
crossing.

As an example we give the results for an EM based
method (Stannus et al., 2004), which is an exten-
sion of the PMHT (Streit and Luginbuhl, 1994) to ex-
tended targets. Figure 14 shows the results when ap-
plying this algorithm to real data. The circumstances
for an extension of the JPDAF are illustrated in Sec-
tion 6. Moreover the computational burden for apply-
ing these algorithms is very high when applied to ex-
tended targets, since these objects can be the origin of
up to ten measurements. Thus, we have developed an
improved algorithm based on the VBA that can deal
with the problem of crossing targets (Kräußling et al.,
2004b). It uses the fact, that the VBA is able to cope
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Figure 12: Application of the KFA to crossing targets, real
data.

Figure 13: Application of the VBA to crossing targets, real
data.

with multimodal densities to some degree. This fea-
ture is due to the fact, that the VBA calculates sep-
arate validation gates and state respectively position
estimates for every selected measurement. The han-
dling of multimodal densities is a characteristic that
the VBA algorithm has in common with the SJPDAF
algorithm (Schulz et al., 2001). While the SJPDAF
algorithm uses particle filtering (Gordon et al., 1993),
(Pitt and Shephard, 1997) and thus has to deal with
several hundreds of particles, the Viterbi algorithm
only handles a few points or state estimates. Addi-
tionally, these points contain some information about
the geometry of the tracked object as proposed in

Figure 14: Crossing of two objects, real data, EM based
method.

(Kräußling et al., 2004a). When a crossing between
two targets occurs the VBA shows the following be-
haviour: as soon as the crossing takes place the al-
gorithm tracks all points originated from both objects
simultanously. When the crossing is over, these points
are again separated into two distinct clusters of points
and these clusters are still tracked simultaneously for
both objects. Only the assignment of the clusters to
the objects is wrong, since in most cases one cluster
is associated to both objects by the VBA algorithm at
the end of the tracking process like in Figure 13. Our
new approach is based on these observations. It uses
the results of the VBA and furthermore performs the
following three distinct steps:

1. At every time step and for each pair of objects it is
examined, wether a crossing has occurred. This is
supposed to be the case, if at least one measurement
is associated with both of the targets by the gating
process.

2. For each pair of targets for those a crossing has
been detected it is examined whether the crossing
has finished. This is done by testing if the estimates
delivered by the VBA have dispersed into two dis-
tinct clusters with a minimum Euclidian distance.
For people tracking this is the case when there are
at least two measurements with a minimal Euclid-
ian distance of 300 cm. This is due to the fact, that
the maximal distance of the points on the two dif-
ferent legs of a person in human walking can be
assumed to not exceed 150 cm. In our experiments
the value of 300 cm worked well also with regard to
the problem that the gates of the two targets should
not intersect again once the end of the crossing has
been detected.

3. As soon as the end of the crossing has been ob-
served the two corresponding clusters of estimates
have to be separated and assigned to the two ob-
jects. In order to do so an arbitrarily chosen point
of the combined cluster is assigned to the object
with the lower index. Then, for every other point it
is determined wether the Euclidian distance to the
first point is larger or lower than 150 cm. In the
first case it is assigned to the object with the higher
index and otherwise to that with the lower one. Of
course, since the first point is arbitrarily chosen the
two objects might be interchanged after the cross-
ing by this procedure. But in our opinion there is
no general solution to this problem which is based
only on laser distance information.

Thus the three steps are carried out based on geomet-
rical considerations and can be viewed under the su-
perordinate concept of data mining (Han and Kam-
ber, 2001). Finally, like for the VBA at the end of
the tracking process for each object the path with in-
dex one is selected and a Kalman smoother is applied.
This improved algorithm is called Cluster Sorting Al-
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gorithm (CSA). For further details see (Kräußling
et al., 2004b). Figure 15 shows the application of the
CSA to the previously used data.

Figure 15: Crossing targets, handled by the CSA, real data.

5 A NEW SWITCHING
ALGORITHM

Since the CSA is able to deal with crossing targets it
could, of course, be used for the whole tracking pro-
cess. But since this algorithm is based on the VBA
algorithm it is not as accurate as the KFA as long as
no crossing takes place and needs much more compu-
tation time. Therefore, we developed a new switching
or hybrid algorithm (SA), which uses the CSA only
when a crossing takes place. For the rest of the time
it uses the very accurate and fast KFA. This choice
is also motivated by the fact, that the KFA is faster
and more accurate than other algorithms developed
by our research group for tracking extended objects
(Kräußling et al., 2005). Thereby, crossings are de-
tected as in the case of the CSA. Figure 16 shows the
flowchart of the SA. Figure 17 shows that the SA can

Figure 16: Flowchart of the switching algorithm.

deal with crossing targets as well as the CSA using
the data from the last section.

To illustrate the power of the SA further experi-
ments with real data have been carried out. There, two
persons were walking around in our laboratory. The
measurements were recorded with two SICK lasers,

Figure 17: Crossing targets, handled by the new switching
algorithm, real data.

each of them with a 180 degree field of view, mounted
on a mobile robot. The evaluation of the algorithms
was performed by means of five similar scenarios.
In each scenario two persons walked separated for
some time interval t1 at the beginning of the exper-
iment. Then the persons met each other and walked
together for some time interval t2, so that a crossing
took place. Finally, the persons split again and walked
alone for the time interval t3. Thereby, the time inter-
val t2 was arranged to be approximately 30 seconds
for each scenario. Furthermore, the time intervals t1
and t3 were of same length for each run varying from
30 seconds to 150 seconds. Figure 18 shows an ex-
ample of the results for the estimated paths using the
SA. Like in Section 4 KFA and VBA always failed,
whereas CSA and SA behaved well for all five sce-
narios.

Table 4 describes the results for the needed com-
puting time. It contains the average time ta needed for
the calculations of one time step in milliseconds. The
table shows the improvement that can be achieved us-
ing the SA in comparison to the CSA. Moreover, with
growing intervals t1 and t3 the gain increases rapidly.

Figure 18: Crossing targets, real data of scenario 1, handled
by the new SA.
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Table 4: Average Computing Time.
scenario 1 2 3 4 5

KFA 54.1 53.8 54.6 53.9 54.4
VBA 379.0 355.7 478.6 366.3 469.3
CSA 294.3 258.6 329.5 260.7 320.3
SA 171.3 123.7 119.2 110.8 91.5

6 THE SWITCHING
ALGORITHM COMPARED TO
THE SJPDAF

Tracking multiple moving objects generally requires
to keep track of the joint probability distribution of
all objects. However, this is intractable in practice al-
ready for a small number of objects. Therefore, one
commonly used approach is to track the individual ob-
jects independently, using factorial representations of
the states. Then one has to associate the measurments
to the corresponding object. For this, the Joint Prob-
abilistic Association Filter can be used. In the fol-
lowing we briefly describe a sample based approach,
known as SJPDAF (Schulz et al., 2001).

Let X(t) = {xt
1, ..., x

t
K} be the state of the K

tracked objects at time t. Note that each xt
i is a

random variable over the state space of a single tar-
get. Furthermore, Z(t) = {zt

1, ..., z
t
mt

} denotes a
measurement at time t, with zt

i being one feature of
such a measurement. To assign the observed features
to a particular target we assume punctiform objects.
Moreover, sometimes targets are not detected by the
sensor and false alarms can occur.

In the JPDAF framework, a joint association event
θ is a set of pairs (j, i) ∈ {0, ...,mt} × {1, ...,K}..
Each θ determines which feature is assigned to which
object. With Θji being the set of all valid association
events which assign feature j to object i, JPDAF com-
putes the posterior probability that feature j is caused
by the target i by

βji =
∑

θ∈Θji

P (θ | Z(t)) (30)

SJPDAF uses a sample-based representation of the
belief p(xt

i). To represent the density p(xt
i | Z(t)) a

set of N weighted samples is used. Such a sample set
is a discrete approximation of a probability distribu-
tion. Each sample is a pair {xt

i,n, ω
t
i,n} consisting of

a state xt
i,n and the corresponding importance factor

ωt
i,n. The prediction is done by drawing samples from

the prior belief and by updating their state according
to the prediction model p(xt

i | p(xt−1
i , δt). To correct

the prediction a feature set Z(t) is applied. There,
we have to take the assignment probabilities βji into

account. The weights of the samples are computed by

ωt
i,n = α

mt∑
j=0

βjip(zt
j | xt

i,n) (31)

α is a normalizer, ensuring that the sum of all weights
is 1. Finally, we obtain N new samples by bootstrap
resampling.

We now apply the SJPDAF to the exemplary prob-
lem introduced in Section 3. Since the SJPDAF
uses an unweighted mean of the measurements like
KFA, one might conjecture that the output of this
algorithm gives an estimate for the balance point S
like KFA and SA. As Table 5 shows there is a good
match between the balance point and the results of the
SJPDAF. Thereby, SA performs slightly better with
regard to Table 2. The computation time needed by
the SJPDAF for one time step is about 89ms for all
combinations of standard deviations and distance of
the observer to the object. Since the SA needs only
about 20ms per time step it is superior to SJPDAF
with respect to this criterion. Of course, the results
for the SJPDAF depend on the number of particles
that are used. In the experiments we used 400 parti-
cles. As our research has shown, a too vast decrease
of this number might result in a loss of the target.

Table 5: Average Distance from S for the SJPDAF.
R/cm 100 200 400 600 800

σ = 1 cm 0.53 0.73 1.45 2.24 3.10
σ = 3 cm 0.83 0.77 1.49 1.73 2.04
σ = 5 cm 1.27 1.08 1.62 1.84 2.21

σ = 7.5 cm 1.82 1.48 1.89 2.12 2.50
σ = 10 cm 2.44 1.92 2.23 2.49 2.89

We now examine the performance of the SJPDAF
when applied to crossing targets. Thereby, the cir-
cumstances are more complicated than for the SA.
Since SJPDAF uses random numbers, the results can
differ from run to run. Therefore, for each scenario
20 cycles have been conducted. The results are given
in the following (Table 6). Thereby, the percentage of
the runs, for those the targets are tracked separately
after the crossing is given.

Table 6: Handling of Crossing Targets, SJPDAF.
scenario 1 2 3 4 5

percentage 80 90 15 — 0

In the fourth scenario there was an interference with
a static object nearby the wall. For the 5th scenario
only ten runs have been conducted. We observe that
SJPDAF performs well in scenario 1 and 2, and per-
forms poorly in scenario 3. The fifth setting is not
solved by this method. Thus, in all scenarios our
switching algorithm outperforms the SJPDAF. Reca-
pitulating it can be said, that the new switching algo-
rithm is a good improvement to the SJPDAF, which is
the state of the art in mobile robotics up to now.
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7 CONCLUSIONS

In this paper we have addressed the problem of track-
ing extended targets. Two basic algorithms for the
tracking process have been introduced: they are ei-
ther just using the Kalman filter (KFA) or addition-
ally the Viterbi algorithm (VBA). The comparison of
the algorithms has shown that the KFA is much faster
and gives much more information about the position
of the object than the VBA. Thereafter, the problem
of two crossing targets has been introduced. It has
been shown that both algorithms produce insufficient
results under the constraints of crossing targets. Thus,
an enhancement of the VBA in form of the CSA has
been proposed, which can deal with crossing targets.
Since the CSA is based on the VBA and therefore
is imprecise and slow, we finally developed the SA,
which makes use of the CSA only when a crossing
has been detected and otherwise uses the KFA. The
performance of the SA has been demonstrated on real
data. Thereby, it has been shown, that the SA can
handle crossing targets as well as the CSA but needs
much less computing time. Finally, the switching al-
gorithm has been compared to the well established
SJPDAF. There, it has turned out that the SA is su-
perior with respect to the three examined criterions
– accuracy of the position estimation, computational
complexity and handling of crossing targets.

We showed that the problem of target tracking is
sufficiently solved by the SA. Further research aims
at an extension of the SA from the crossing of two
objects to the crossing of an arbitrary number of ob-
jects (multi target tracking). Most recent investiga-
tions show, that such an extension is feasible. Further-
more, efforts should be undertaken to make the SA us-
able for real time applications. One approach could be
a preselection of the data, since most of the computa-
tional burden when applying the CSA arises from the
gating process. This preselection can be performed
using geometrical features of the problem. One fea-
ture that objects in mobile robotics have in common
is that they are located in some distance in front of
a wall. When investigating the measurements from
the laser scan there should be two jumps in the scan
line of the observing robot when there is an object in
front of a wall. One jump results in an edge where the
distance decreases, while the other jump leads to an
edge where the distance increases. Figure 19 shows a
typical situation. The second feature comes from the
fact, that the number of measurements generated by
the object is very limited. The limit depends on the
extension which is e.g. about 50 cm for robots, and
the distance to the object. Using the combination of
these two features in most cases nearly all measure-
ments originating from the walls can be eliminated.
These measurements are by far the major fraction of
the 360 measurements from the scan. Furthermore,

Figure 19: Measurements from an object in front of a wall.

the calculation of the Kalman gains should be sub-
stituted by the calculation of the limit as mentioned
above. First preliminary results show, that by these
modifications the SA needs only about 30ms for the
computations of one time step on a Pentium IV with
2.8 GHz during a crossing, i.e. when applying the
slow CSA. Since our SICK lasers have a frequency of
6Hz this means, that the SA is capable for real time
applications after these modifications.

Appendix

The model we use in this paper is inspired by (van
Keuk, 1971). Since (van Keuk, 1971) is not available
electronically, we give the matricesA, B, Q andR of
this model in the following. It is

A =

⎛
⎜⎝

1 0 ΔT 0
0 1 0 ΔT
0 0 e−ΔT/Θ 0
0 0 0 e−ΔT/Θ

⎞
⎟⎠ , (32)

B =
(

1 0 0 0
0 1 0 0

)
, (33)

Q = Σ2
(
1 − e−2ΔT/Θ

)⎛⎜⎝
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1

⎞
⎟⎠ (34)

and

R =
(
r11 r12
r21 r22

)
(35)

with r11 = σ2
r cos2 φk + r2kσ

2
φ sin2 φk , r12 = r21 =

(σ2
r − r2kσ

2
φ) sinφk cosφk and r22 = σ2

r sin2 φk +
r2kσ

2
φ cos2 φk. Thereby rk and φk are the polar coor-

dinates of the actual position of the target. σr is the
standard deviation of the error of the measurement of
the distance from the observer to the object and σφ

is the standard deviation of the error of the measure-
ment of the angle corresponding to the position of the
object in polar coordinates. Furthermore, for the pa-
rameters Θ and Σ the values Θ = 20 and Σ = 60 are
good choices.

Algorithm for Tracking Extended Targets
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Kräußling, A., Schneider, F. E., and Wildermuth, D.
(2004a). Tracking expanded objects using the viterbi
algorithm. In Proceedings of the IEEE Conference on
Intelligent systems, Varna, Bulgaria.
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über ausgewählte algorithmen und ein vergleich deren
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Abstract: Traditionally, the Structure From Motion (SFM) problem has been solved using feature correspondences. This
approach requires reliably detected and tracked features between images taken from widespread locations. In
this paper, we present a new paradigm to the SFM problem for planar scenes. The novelty of the paradigm
lies in the fact that instead of image feature correspondences, only image derivatives are used. We introduce
two approaches. The first approach estimates the SFM parameters in two steps. The second approach directly
estimates the parameters in one single step. Moreover, for both strategies we introduce the use of robust
statistics in order to get robust solutions in presence of outliers. Experiments on both synthetic and real image
sequences demonstrated the effectiveness of the developed methods.

1 INTRODUCTION

Computing object and camera motions from 2D im-
age sequences has been a central problem in computer
vision for many years (Adams et al., 2002; Qian and
Chellapa, 2004; Xiang and Cheong, 2003; Zelnick-
Manor and Irani, 2000). More especially, computing
the camera motion and/or its 3D velocity is of partic-
ular interest to a wide variety of applications in com-
puter vision and robotics such as calibration, visual
servoing, etc. Many algorithms have been proposed
for estimating the 3D relative camera motions (dis-
crete case) (Jonathan and Sclaroff, 2002; Weng et al.,
1993; Zucchelli et al., 2002) and the 3D velocity (dif-
ferential case) (Brooks et al., 1997; Srinivasan, 2000).
The discrete case requires feature matching/tracking,
and the differential case the computation of the op-
tical flow field (2D velocity). These tasks are gen-
erally ill-conditioned due to significant local appear-
ance changes and/or large disparities. Most of the
SFM algorithms are general in the sense that they as-
sume no prior knowledge about the scene. In many
practical cases, planar or quasi-planar structures oc-
cur frequently in real images. In this paper, we intro-
duce a novel paradigm to deal with the SFM prob-
lem of planar scenes using image derivatives only.

∗This work was supported by the Government of Spain
under The Ramón y Cajal Program.

This paradigm has the following advantages. First,
we need not to extract features nor to track them in
several images. Second, robust statistics are invoked
in order to get stable estimates. We introduce two ap-
proaches. The first approach estimates the SFM pa-
rameters in two steps. The second approach directly
estimates the parameters in one single step. Using
image derivatives has been exploited in (Brodsky and
Fermuller, 2002) to make camera intrinsic calibration.
In our study, we deal with the 3D motion of the cam-
era as well as with the plane structure. The paper is
organized as follows. Section 2 states the problem.
Section 3 describes a two-step approach. Section 4
describes a one-step approach. Section 5 shows how
image derivatives are computed. Experimental results
on both synthetic and real image sequences are given
in Section 6.

2 BACKGROUND

Throughout this paper we represent the coordinates
of a point in the image plane by small letters (x, y)
and the object coordinates in the camera coordinate
frame by capital letters (X,Y, Z). In our work we
use the perspective camera model as our projection
model. Thus, the projection is governed by the fol-

J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 129–135 
© 2007 Springer. 
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lowing equation were the coordinates are expressed
in homogeneous form,

λ

(
x
y
1

)
=

(
f s xc 0
0 r f yc 0
0 0 1 0

) ⎛⎜⎝
X
Y
Z
1

⎞
⎟⎠ (1)

Here, f denotes the focal length in pixels, γ and s
the aspect ratio and the skew and (x0, y0) the prin-
cipal point. These are called the intrinsic parame-
ters. In this study, we assume that the camera is cal-
ibrated, i.e., the intrinsic parameters are known. For
the sake of presentation simplicity, we assume that the
image coordinates have been corrected for the princi-
pal point and the aspect ratio. This means that the
camera equation can be written as in (1) with γ = 1,
and (x0, y0) = (0, 0). Also, we assume that the skew
is zero (s = 0). With these parameters the projection
simply becomes

x = f
X

Z
and y = f

Y

Z
(2)

Figure 1: The goal is to compute the camera 3D velocity as
well as the plane structure from the image derivatives.

Let I(x, y, t) be the intensity at pixel (x, y) in the
image plane at time t. Let u(x, y) and v(x, y) de-
note components of the motion field in the x and y
directions respectively. This motion field is caused
by the translational and rotational camera velocities
(V,Ω) = (Vx, Vy, Vz ,Ωx,Ωy,Ωz) Figure 1. Using
the constraint that the gray-level intensity is locally
invariant to the viewing angle and distance we obtain
the well-known optical flow constraint equation:

Ix u+ Iy v + It = 0 (3)

where u = ∂x
∂t and v = ∂y

∂t denote the motion field.
The spatial derivatives Ix = ∂I

∂x and Iy = ∂I
∂y (the im-

age gradient components) can be computed by convo-
lution with derivatives of a 2D Gaussian kernel. They
can be computed from one single image - the current
image. The temporal derivative It = ∂I

∂t can be com-
puted by convolution between the derivative of a 1D
Gaussian and the image sequence (see Section 5).

The perspective camera observes a planar scene2

described in the camera coordinate system by Z =
AX +B Y + C.

One can show that the equations of the motion field
as a function of the 3D velocity (V,Ω) are given by
these two equations:

u(x, y) = a1 + a2 x+ a3 y + a7 x
2 + a8 xy(4)

v(x, y) = a4 + a5 x+ a6 y + a7 xy + a8 y
2(5)

where the coefficients are depending on the SFM pa-
rameters:

a1 = −f (Vx

C + Ωy)
a2 = (Vx

C A+ Vz

C )
a3 = Vx

C B + Ωz

a4 = −f (Vy

C − Ωx)
a5 = (Vy

C A− Ωz)
a6 = (Vy

C B + Vz

C )
a7 = −1

f (Vz

C A+ Ωy)
a8 = −1

f (Vz

C B − Ωx)

(6)

One can notice that the two solutions (Vx, Vy , Vz, C)
and λ (Vx, Vy, Vz , C) yield the same motion field.
This is consistent with the scale ambiguity that occurs
in the general SFM problem.

Our goal is to estimate the instantaneous camera
velocity (V,Ω) as well as the plane orientation from
the image derivatives. The translational velocity can
be recovered up to a scale. It should be noticed that
for continuous videos the camera motion has to be
computed for all time instants during which the cam-
era is moving.

3 A TWO-STEP APPROACH

In this section, we propose a two-step approach. In
the first step, the 8 coefficients (a1, . . . , a8) are recov-
ered by solving an over-constrained system derived
from (3) using robust statistics. In the second step,
the translational and rotational velocities as well as
the plane orientation are recovered from Eq.(6) using
some non-linear technique.

3.1 Robust Estimation of the 8
Coefficients

We assume that the image contains N pixels for
which the spatio-temporal derivatives (Ix, Iy, It)
have been computed. In practice, N is very large.
In order to reduce this number, one can either drop

2Our work also addresses the case where the scene con-
tains a dominant planar structure.
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pixels having small gradient components or adopt a
low-resolution representation of the images. In the
sequel, we do not distinguish between the two cases,
i.e., N is either the original size or the reduced one.

By inserting Eqs.(4) and (5) into Eq.(3) we get

Ix a1 + Ixx a2 + Ixy a3 + Iy a4 + Iy x a5 + Iy y a6

+(Ixx2 + Iy x y)a7 + (Ix x y + Iy y2) a8 = −It (7)

By concatenating the above equation for all pixels,
we get an over-constrained linear system having the
following form:

G a = e (8)

where a denotes the column vector
(a1, a2, a3, a4, a5, a6, a7, a8)T .

It is well known that the Maximum Likelihood so-
lution to the above linear system is given by:

a = G† e (9)

where G† = (GT G)−1 GT is the pseudo-inverse of
the N × 8 matrix G. This solution is known as the
Least Square solution (LS). The above solution is
only optimal in the case where the linear system is
corrupted by Gaussian noise with a fixed variance.
In practice, the system of linear equations may con-
tain outliers. In other words, there are some pixels
for which the residual of Eq.(3) is very large and can
affect the solution. These outliers can be caused by
local planar excursions and derivatives errors. There-
fore, our idea is to estimate the 8 coefficients using
robust statistics (Huber, 2003). We proceed as fol-
lows. First, equations are explored using subsamples
of p linear equations (remember that each linear equa-
tion in (8) is provided by a pixel). For the problem at
hand, p should be at least eight. Second, the solution
is chosen according to the consensus measure based
on residual errors. A Monte Carlo type technique
is used to draw K random subsamples of p different
equations/pixels. Figure 2 illustrates the algorithm.

Inlier detection The question now is: Given a sub-
sample k and its associated solution ak, How do we
decide whether or not a pixel is an inlier? In tech-
niques dealing with geometrical features (points and
lines) (Fischler and Bolles, 1981), this can be easily
achieved using the distance in the image plane be-
tween the actual location of the feature and its mapped
location. If this distance is below a given threshold
then this feature is considered as an inlier; otherwise,
it is considered as an outlier.

In our case, however, there are no geometrical fea-
tures at all since only image derivatives are used.
Therefore, our idea is to compute a robust estimation
of standard deviation of the residual errors. In the ex-
ploration step, for each subsample k, the median of
residuals was computed. If we denote by M the least

Random sampling: Repeat the following three steps
K times

1. Draw a random subsample of p different equa-
tions/pixels.

2. For this subsample, indexed by k, compute the eight co-
efficients, i.e. the vector ak, from the corresponding p
equations using a linear system similar to (8).

3. For this solution ak, determine the median Mk of the
squared residuals with respect to the whole set of N
equations. Note that we have N residuals correspond-
ing to the linear system (8).

Consensus step:

1. For each solution ak, k = 1, . . . , K, compute the num-
ber of inliers among the entire set of equations/pixels (see
below). Let nk be this number.

2. Choose the solution that has the highest number
of inliers. Let ai be this solution where i =
arg maxk(nk), k = 1, . . . , K

3. Refine ai using the system formed by its inliers, that is,
(9) is used without the outliers.

Figure 2: Recovering the eight coefficients using robust
statistics.

median, then a robust estimation of the standard de-
viation of the residual is given by (Rousseeuw and
Leroy, 1987):

σ̂ = 1.4826
[
1 +

5
N − p

] √
M (10)

Once σ̂ is known, any pixel j can be considered as
an inlier if its residual error satisfies |rj | < 3 σ̂.

The number of subsamples K A subsample is
“good” if it consists of p good pixels. The number
of subsamples is chosen such that the probability Pr

that at least one of the K subsamples is good is very
close to one (e.g., Pr = 0.98). Assuming that the
whole set of equations may contain up to a fraction ε
of outliers, the probability that at least one of the K
subsamples is good is given by

Pr = 1 − [1 − (1 − ε)p]K

Given a prior knowledge about the percentage of out-
liers ε the correspondingK can be computed by:

K =
log (1 − Pr)

log (1 − (1 − ε)p)

For example, when p = 20, Pr = 0.98, and ε = 20%
we get K = 337 samples.

3.2 The SFM Parameters

Once the eight coefficients are recovered, it
can be shown that the SFM parameters, i.e.

SFM for Planar Scenes
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Vx

C ,
Vy

C , Vz

C ,Ωx,Ωy,Ωz, A, and B, can be recov-
ered by solving the non-linear equations (6). This
is carried out using the Levenberg-Marquardt tech-
nique (Press et al., 1992). Non-linear algorithms need
an initial solution. In order to get such initial solutions
one can adopt assumptions for which Eq.(6) becomes
linear. Then, the linear solution is refined using the
Levenberg-Marquardt technique. In practice, one can
use one of the following two assumptions for which
Eq.(6) becomes linear in the parameters:

1. Assume that the translational velocity of the cam-
era along its optical axis is very small compared
to its lateral velocity, that is, Vz

Vx
<< 1 and/or

Vz

Vy
<< 1. With this assumption, we can set Vz

to 0 in Eq.(6) which can be easily solved for the
remaining parameters.

2. Assume that the camera motion is a pure transla-
tion, then compute the translation velocity and the
plane orientation using the resulting linear system.

We point out that the discrepancy between the linear
solution and the true one depends on the realism of
the made assumption.

It should be noticed that in practice when tracking a
video sequence one can use the estimated 3D velocity
for the previous frame as an initial solution for the
current frame.

4 A ONE-STEP APPROACH

In this section, we propose a second approach that
directly estimates the SFM parameters in one single
step. To this end, Eqs.(4), (5), and (6) are inserted into
Eq.(3). The result is a system withN non-linear equa-
tions relating the unknowns to the image derivatives.
This can be solved using the Levenberg-Marquardt
technique. For each pixel i, Eq. (3) gives a non-linear
constraint having the form fi = 0. Thus, the SFM
parameters are obtained by minimizing the following
cost function:

min
b

N∑
i=1

f2
i (11)

where b = (Vx

C ,
Vy

C , Vz

C ,Ωx,Ωy,Ωz, A,B)T .
The robust version of the one-step approach is ob-

tained from Eq. (11) by retaining only the inlier pix-
els:

min
b

N∑
i=1

wi f
2
i , wi =

{
1 if the pixel i is inlier
0 otherwise

The detection of inlier pixels is performed using the
paradigm described in Section 3.1.

This approach provides a direct estimation of the
unknowns from the image derivatives and is expected

to be more accurate than the two-step approach (see
experiments below). Indeed, in the two-step ap-
proach, errors associated with the estimated 8 coef-
ficients a will affect the estimation of the SFM pa-
rameters in the second step - solving Eq. (6).

5 THE DERIVATIVES

The spatial derivatives associated with the current im-
age are calculated by convolution with derivatives of
2D Gaussian kernels. That is, Ix = I ∗ Gx and
Iy = I ∗Gy where

Gx = − 1
2πσ4

s

x exp
(
−x

2 + y2

2σ2
s

)
(12)

Gy = − 1
2πσ4

s

y exp
(
−x

2 + y2

2σ2
s

)
(13)

The temporal derivatives associated with the current
image are calculated using difference approximation
involving a temporal window centered on the current
image. The weights of the images are taken from the
derivatives of a 1D Gaussian kernel. That is, It =
I ∗Gt where

Gt = − 1√
2πσ3

t

t exp
(
− t2

2σ2
t

)
(14)

The images can be smoothed before computing the
temporal derivatives using Gaussian kernels having
the same spatial scale σs. Figure 3 shows 11 weights
approximatingGt whose σt is set to 2 frames. These
weights correspond to 11 subsequent images. The
smoothness achieved by the spatial and the temporal
Gaussians is controlled by σs and σt, respectively.

−5 −4 −3 −2 −1 0 1 2 3 4 5
−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

Images

Figure 3: The 11 weights approximating the derivatives of
1D Gaussian whose σt is set to 2 frames.
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6 EXPERIMENTS

Experiments have been carried out on synthetic and
real images.

6.1 Synthetic Images

Experiments have been carried out on synthetic im-
ages featuring planar scenes. The texture of the scene
is described by:

g(Xo, Yo) = sin(chXo) + sin(cv Yo)

where Xo and Yo are the 3D coordinates expressed in
the plane coordinates system, see Figure 4. The res-
olution of the synthesized images is 160×160 pixels.
The constants ch and cv control the periodicity of the
sine waves along each direction (in our example, these
constants are set to 1.5). The 3D plane was placed at
100cm from the camera whose focal length is set to
1000 pixels. In order to study the performance of the
developed approaches, we have proposed the follow-
ing framework.

Figure 4: A computer generated image of a 3D plane. The
plane is rotated about 40 degrees about the fronto-parallel
plane.

A synthesized image sequence of the planar scene
is generated according to a nominal camera veloc-
ity (Vn,Ωn). A reference image is then fixed for
which the image derivatives are computed and for
which we like to compute the SFM parameters. Since
synthetic data are used ground-truth values for the
image derivatives and for the SFM parameters are
known. The nominal 3D velocity (Vn,Ωn) is set
to (10cm/s, 10, 1, 0.1rad/s, 0.1, 0.1)T . The corre-
sponding linear system (8) is then gradually corrupted
by a Gaussian noise having an increasing variance.
Our approach is then used to solve the SFM problem
using the corrupted linear system.

The discrepancies between the estimated parame-
ters and their ground truth are then evaluated. In our
case, the SFM parameters are given by three vectors
(see Figure 1): the scaled translational velocity, (ii)
the rotational velocity, and (iii) the plane normal in
the camera coordinate system. Thus, the accuracy of

estimated parameters can be summarized by the angle
between the direction of the estimated vector and its
ground truth direction.

The goal is to quantify the accuracy of the two-step
approach (Section 3). To this end, the simulated lin-
ear system was corrupted by a pure Gaussian noise
as well as by a 15% of outliers. The standard devia-
tion of the Gaussian noise is gradually increased as a
percentage of the mean of the spatio-temporal deriva-
tives (ground truth values). The outliers are uniformly
selected in the image.

Figure 5 illustrates the obtained average errors as-
sociated with the SFM parameters as a function of the
Gaussian noise (using the two-step approach). The
solid curve corresponds to the Least Square solution
(no robust statistics), and the dotted curve to the ro-
bust solution. In this figure, each average error was
computed with 50 random realizations. As can be
seen, unlike the LS solution the second solution is
much more accurate.

Two-step approach versus one-step approach
Figure 6(a) shows the average errors associated with
the translational and rotational velocities as a func-
tion of a pure Gaussian noise. The solid curve corre-
sponds to the two-step approach (Section 3) and the
dashed curve corresponds to the one-step approach
(Section 4). Figure 6(b) shows the same comparison
when both Gaussian noise and outliers are added. As
can be seen, the second approach seems to be more
accurate than the first one. This behavior holds for
the plane orientation.
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Figure 5: Average errors associated with the SFM parame-
ters when the system is corrupted by both a Gaussian noise
and 15 % of outliers.

SFM for Planar Scenes



134

0 2 4 6 8 10
0

5

10

15

Noise percentage (standard deviation)

A
ve

ra
ge

 e
rr

or
 (

D
eg

.)

Translational velocity

Two−step method
One−step method

0 2 4 6 8 10
0

5

10

15

Noise percentage (standard deviation)

A
ve

ra
ge

 e
rr

or
 (

D
eg

.)

Translational velocity

Two−step method
One−step method

0 2 4 6 8 10
0

5

10

15

Noise percentage (standard deviation)

A
ve

ra
ge

 e
rr

or
 (

D
eg

.)

Rotational velocity

Two−step method
One−step method

0 2 4 6 8 10
0

5

10

15

Noise percentage (standard deviation)

A
ve

ra
ge

 e
rr

or
 (

D
eg

.)
Rotational velocity

Two−step method
One−step method

(a) (b)

Figure 6: Two-step approach (solid curve) versus the one-
step approach (dashed curve). (a) Gaussian noise. (b) Gaus-
sian noise and outliers.

Table 1: Results of the first experiment.
Translation Rotation A B

LS sol. (-.99,-.12,.01) (-.13,.99,-.01) .04 -.01

Robust sol. (-.98,-.17,.01) (-.18,.98,-.01) .04 -.01

One step (-.98,-.18,.01) (-.17,.98,-.01) .04 -.00

6.2 Real Images

The first experiment was conducted on a video
sequence captured by a moving camera, see Figure 7.
This video was retrieved from ftp://csd.uwo.
ca/pub/vision. We have used 11 subsequent
images to compute the SFM parameters associated
with the central image (frame 6). The results are
summarized in Table 1. The first row corresponds
to the LS solution (the two-step approach), the
second row to the robust solution (the two-step
approach), and the third row to the one-step ap-
proach. As can be seen, the motion is essentially
a lateral motion. Note the consistency of the re-
sults obtained by the three methods. The second
experiment was conducted on the sequence depicted
in Figure 8(a). The sequence was retrieved from
http://www.cee.hw.ac.uk/˜mtc/sofa.
The obtained results are summarized in Table 2. As
can be seen, the camera velocity is a rotation about
the optical axis combined with a translation about
the same axis. Figure 8(b) shows the map of outlier
pixels.

Figure 7: The first experiment. Frame 6 represents the cur-
rent image for which the SFM parameters are computed.
The temporal derivatives are computed using 11 subsequent
images.

Figure 8: The second experiment. (a) The current image
for which the SFM parameters are computed. The temporal
derivatives are computed using 7 subsequent images. (b)
The map of outlier pixels.

Table 2: Results of the second experiment.
Translation Rotation A B

LS sol. (.00,13,.99) (.11,.0,-.99) .34 -1.

Robust sol. (-.01,.08,.99) (.07,.0,-.99) .46 -.89

One step (.14,.08,.98) (.07,-.12,-.98) .55 -.15
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7 CONCLUSION

We presented a novel paradigm for the planar SFM
problem where only image derivatives have been
used. No feature extraction or matching is needed us-
ing this paradigm. Two different strategies have been
proposed. The first strategy estimates the parameters
of the 2D motion field then the SFM parameters. The
second strategy directly estimates the SFM parame-
ters.

Methods from robust statistics were included in
both strategies in order to get an accurate solution
even when data contain outliers. This is very useful
for scenes which are not fully described by planar sur-
faces. The developed strategies do not rely on pixel
velocities. However, these velocities are a byproduct
of them.
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Abstract: The aim of this work is to put together two methods in order to improve the solutions for the problem of
3D geometry reconstruction from a stereoscopic pair of images. We use a method that we have developed in
recent works which is based on an energy minimisation technique. This energy yields a partial differential
equation (PDE) and is well suited for accurately estimating the disparity maps. One of the problems of this
kind of techniques is that it depends strongly on the initial approximation. For this reason we have used a
method based on graph–cuts which has demonstrated to obtain good initial guess.

1 INTRODUCTION

In this paper we have put together two methods for
computing disparity maps. The first one is based
on graph–cuts energy minimisation (Kolmogorov et
al., 2001), (Boykov et al., 2004). This method has
demonstrated to give good results in integer precision
which is enough for a set of applications. If we are
looking for better accuracy then it is necessary to use
a different technique. In this case we use a method
that we have developed recently and which is de-
scribed in paper (Alvarez et al., 2002). We have also
implemented a similar method for optical flow esti-
mation which is explained in (Alvarez et al., 2000).
These methods are based on an energy minimisation
approach. When we minimize the energy we obtain
a system of PDEs which are then embedded into a
gradient descent method to obtain the solution. One
of the problems of these methods is that they need a
good initial approximation in order to obtain a pre-
cise solution. In previous works we have always used
a correlation based technique to compute this approx-
imation. Comparing graph–cuts and correlation based
methods the first one provides more stable solutions.

In this paper we show that the combination of
graph–cuts and PDE based methods improves the ac-
curacy of the solution with respect to other initial ap-
proximation techniques such as correlation. In the
experimental results we compare numerically the dif-
ferent approaches through a synthetic sequence of a

corridor and also we show several results for a real
stereoscopic pair of images – the Tsukuba sequence.

2 GRAPH-CUTS METHOD

The minimum cut/maximum flow algorithms on
graphs emerged as an increasingly useful tool for ex-
act or approximate energy minimisation in low-level
vision. Stereo is a classical vision problem where
graph-based energy minimisation methods have been
successfully applied. The goal of stereo is to com-
pute the correspondence between pixels of two or
more images of the same scene obtained by cameras
with slightly different view points. Any stereo im-
ages of multi-depth objects contain occluded pixels.
The presence of occlusions adds significant technical
difficulties to the problem of stereo.

The energy function for a configuration f is of the
form

E(f) = Edata(f) + Eocc(f) + Esmooth(f) (1)

The three terms here include

• a data term Edata, which results from the differ-
ences in intensity between corresponding pixels;

• an occlusion term Eocc, which imposes a penalty
for making a pixel occluded; and

 
J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 137–143 
© 2007 Springer. 

137



138

• a smoothness term Esmooth, which makes neigh-
boring pixels in the same image tend to have simi-
lar disparities.

3 ENERGY BASED METHOD

The method we use in this paper is energy based. It
has the following features:
• We consider a weakly calibrated stereoscopic sys-

tem. The stereoscopic system is not calibrated and
only the knowledge of the so-called fundamental
matrix is known.

• This method addresses the problem of accurately
determining the dense disparity map while regular-
izing it along the contours of the gray level image
and inhibiting smoothing across the image discon-
tinuities.

• We apply a multi–resolution scheme in order to
avoid convergence to irrelevant minima.
The energy function that we propose for 3D geom-

etry reconstruction is as follows:

E(λ) =
∫

(Il(x) − Ir(x + h(λ(x)))2
dx

+ C

∫
Φ (∇Il,∇λ) dx. (2)

In this case we have a matching function, h, that
depends on a scalar function, λ. This scalar function
represents the displacement of pixels on the epipolar
lines. In this case Φ (∇Il,∇λ) = ∇λt ·D (∇Il) ·∇λ,
D (Il∇) is a regularized projection matrix perpen-

dicular to ∇Il,

D (∇Il) =
1

|∇Il|2 + 2υ2
·{[ ∂Il

∂y
−∂Il

∂x

] [ ∂Il

∂y
−∂Il

∂x

]t

+ υ2Id

}
(3)

where Id denotes the identity matrix. This projec-
tion has been introduced by Nagel and Enkelmann in
the context of optical flow estimation.

After minimising this energy and applying a
gradient descent method we obtain the following
diffusion–reaction PDE:

∂λ

∂t
= C div (D (∇Il) ∇λ)

+
(
Il(x) − Iλ

r (x)
) ·⎛

⎜⎝−b (∂Ir

∂x

)λ
(x)√

a2 + b2
+
a
(

∂Ir

∂y

)λ

(x)
√
a2 + b2

⎞
⎟⎠ (4)

Figure 1: Combination of kz2 and stereoFlow methods.

The details of this method could be found in paper
(Alvarez et al., 2002).

4 COMBINING GRAPH-CUTS
AND STEREOFLOW METHOD

In this section, we explain how the graph-cuts (kz2)
and the previous explained PDE (stereoFlow) meth-
ods work together for estimating the dense disparity
map. The graph-cuts method labels the image obtain-
ing a disparity map in integer precision. The stere-
oFlow method obtains a disparity map in float preci-
sion. To improve the perfomance of our method, we
do not apply the graph-cuts method in the input pair
of images. Using a pyramidal approach we scale the
image ”n” times. The number of scales is a parameter
defined by user.

The basic idea of embedding our method in a pyra-
midal approach is as follows: we replace the images
Il and Ir by Iσ

l := Z(Il) and Iσ
r := Z(Ir), where

Z(. . .) is the zoom operator. Thus, we do a 2X
zoom over each image. We start with a large ini-
tial scale σ0. Next, we choose a number of scales
σn < σn−1 < · · · < σ0 and for each scale σi we do
a zoom. When we reach last scale (σn), we compute
the disparity λσn with kz2 or with a correlation based
technique. Thus, we have an initial approximation.
Next, we compute the disparity λσi as the asymptotic
state of the above PDE with initial data λσi+1 . So, the
disparity of Il and Ir is defined by λσ0 . In Figure 1,
we see an example how this algorithm works.

Both correlation–based and graph-cuts methods
spend much CPU time to compute the disparity maps.
As we can see in Figure 1, the kz2 is applied at the
smallest size of the images, so we assure that it is car-
ried out faster than at larger images. Then the stere-
oFlow technique is applied in the rest of the scales.

A. Salgado and J. Sánchez



Figure 2: Stereoscopic pair for the Tsubuka sequence.

5 EXPERIMENTAL RESULTS

In this section we present a comparison between the
graph–cuts stereo method (kz2) and the combination
of our method (stereoFlow) with different initial ap-
proximation (such as kz2 or correlation based tech-
nique). We have used three datasets in our tests:
a stereoscopic pair from the University of Tsukuba
(Figure 2), a stereoscopic pair of a synthetic cylinder
(Figure 6) and a stereoscopic pair of a synthetic corri-
dor contaminated by noise of variance 10 (Figure 11).

In paper (Kolmogorov et al., 2001), the head of
Tsukuba was used to show the results obtained with
graph-cuts stereo method (kz2) in comparison with
similar methods. We have used the same dataset to
show how our algorithm improves the initial approxi-
mation given by kz2 (with/without scales).

The number of zooms defined by user depends on
the scene motion. An overzooming (or overscaled)
gives us a bad initial approximation, so our method
converges to irrelevant local minima. In Figure 3
we can see the disparity map obtained by kz2. Both
correlation based techniques and graph-cuts methods

Figure 3: Disparity map obtained through kz2.

Figure 4: Disparity map obtained through correlation +
stereoflow (using a 21x21 correlation window).

spend much CPU time so we must decide between a
few or large number of scales.

We have tested our method using the synthetic
cylinder dataset to compare its accuracy with differ-
ent initial approximations. For the initial value we
consider two possibilities. The first one is to use the
result of a simple classic method for estimating the
disparity, for instance a correlation based technique.
The second one is to use a graph-cuts method which
gives us a disparity map in integer precision.

We have computed the euclidean error between the
output of our algorithm and the ideal disparity map, to
see the accuracy of our method. In the table 1 and 2
we show the results obtained by the combination of a
correlation–based method with stereoFlow, the result
for the kz2 and the result for the combination of kz2
and stereoFlow, for the synthetic cylinder and corridor
pairs.

Combining Methods to Estimate Dense Disparity Maps 139



140

Figure 5: Disparity map obtained through kz2 + stereoflow.

From these results we may appreciate that the com-
bination of correlation and stereoFlow method gives
better results than the kz2 method and that the com-
bination of kz2 and stereoFlow improves the solution
of the correlation–based one.

Figure 6: Stereoscopic pair for the synthetic cylinder.

Table 1: Euclidean error obtained with cylinder im-
ages for various tests.

Euclidean error

Method Disparity range

Scale=0 Scale=1
kz2 0.24 0.24
Corr+StereoFlow 0.22 0.21
kz2+StereoFlow 0.20 0.19

In the table 1 we compare the solution for two dif-
ferent configurations: In the first one the pyramidal
scheme is reduced to only one scale (Scale = 0) and
in the second one we use two scales (Scale = 1). If we
compare them, we may conclude that the use of the
pyramidal approach improves the solutions for both
methods (correlation + stereoFlow and kz2 + stere-
oFlow) and that the result for kz2 + stereoFlow is still
better than using the correlation–based method.

In Figures 8, 9 and 10, we see the visual results
for the synthetic cylinder obtained for each method.
Looking at the figures the result obtained with the lat-
ter is smoother and more accurate. All the experimen-
tal results are improved with the combined method
and in most cases the improvement is greater than a
16% for the euclidean error for the same scale.

We have also tested our method using the synthetic
corridor pairs to compare its accuracy with different
initial approximations. Corridor pair was generated
by a ray tracing program, the ground truth is in float
precision. We used three pairs for the corridor, the
original and other two contaminated by noise of vari-
ance 10, 100. In these tests we compare not only the
precision of the methods each other, and also the sta-
bility of their results for noisy images.

In the Table 2 we show the results obtained (by the
combination of kz2, Corr + SF and kz2 + SF ).
Analizing these results we see that the correlation+

Figure 7: Ideal disparity map for the cylinder images.
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Figure 8: Disparity map obtained through kz2.

Figure 9: Disparity map obtained through correlation +
stereoFlow.

Figure 10: Disparity map obtained through kz2 + stere-
oFlow.

Figure 11: Stereoscopic pair for the Corridor sequence con-
taminated by Noise of Variance 10.

stereoF low method gives better results than the kz2
method and that the kz2 + stereoF low improves the
solution of the correlation–based one. The kz2 results
are very accuracy when we test kz2 using the origi-
nal images of the corridor (without noise). However,
when we add noise to this pair the results have not
been as well as kz2+SF.

In Figures 14, 15 and 16 we see the visual re-
sults for the corridor sequence (corridor pair contam-
inated by noise of variance 10, Figure 11) obtained
for each method. All the experimental results are im-
proved with the combined method and in most cases
the improvement is greater than a 26% for the eu-
clidean error.

Combining Methods to Estimate Dense Disparity Maps
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Figure 12: Euclidean error obtained in the corridor pairs
(original, noise of variance 10 and 100).

In Figure 12, we can see the stability of these three
methods. Kz2 method is very sensitive for noisy im-
ages. StereoFlow is very stable as kz2 method as cor-
relation based technique.

6 CONCLUSIONS

In this work we have combined two different tech-
niques on disparity maps estimation in order to obtain
more accurate and reliable solutions. We have used
a pixel precision method based on graph–cuts as ini-
tialization for another method based on PDEs. The
latter depends on an initial approximation which is
supported by the former one. The solution we obtain
is in float precision and the accuracy is considerably
improved. We have compared the combination of the
PDE and graph–cuts with the combination of the PDE

Figure 13: Ideal disparity map for the Corridor pair.

Figure 14: Disparity map obtained through kz2.

Figure 15: Disparity map obtained through correlation +
stereoFlow.

Table 2: Result of our method applied to the Stereo
pair in Figure 11

Euclidean error

Method Disparity range % improvements

kz2 0.5893 -86.25%
Corr+SF 0.3993 (2 scales) -26.21%
kz2+SF 0.3164 (0 scales) +0.0%

A. Salgado and J. Sánchez



143

and a correlation–based method. We may conclude
that the use of the kz2 at the first stage provides better
results than the correlation method.
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Abstract: In this paper, in order to develop an accurate localization for mobile robots, we propose a dead-reckoning
system based on increments of the robot movements read directly from the floor using optical mouse sensors.
The movements of two axes are measurable with an optical mouse sensor. Therefore, in order to calculate a
robot’s deviation of position and orientation, it is necessary to attach two optical mouse sensors in the robot.
However, it is also assumed that a sensor cannot read the movements correctly due to the condition of the
floor, the shaking of the robot, etc. To solve this problem, we arrange multiple optical mouse sensors around
the robot and compare sensor values. By selecting reliable sensor values, accurate dead-reckoning is realized.
Finally, we verify the effectiveness of this algorithm through several experiments with an actual robot.

1 INTRODUCTION

For a mobile robot to move around autonomously, it
is necessary for it to possess the ability to estimate
its position and orientation. The localization of mo-
bile robots is roughly divided into those using internal
sensors and those using external sensors. The method
using internal sensors is known as dead-reckoning,
mainly, and estimates position by measuring and ac-
cumulating the rotation of the wheel with the rotary
encoder, etc. Dead-reckoning is a convenient estimat-
ing method using only internal sensors. However, the
accuracy of estimation decreases as the movement be-
comes longer since the errors of the transformations
and wheel slippage accumulate. On the other hand,
the method using external sensors estimates the posi-
tion by measuring positions of a landmark in the envi-
ronment with a vision sensor or a range sensor. Some
error is always caused by resolution or the noise of
the sensor; accumulated errors are not caused as such
by dead-reckoning. Therefore, because both meth-
ods have their respective merits and demerits, the two
methods are often used together (Cox, 1989) (Watan-
abe and Yuta, 1990) (Chenavier and Crowley, 1992).

In the case of the estimation method using both
dead-reckoning and an external sensor, it is advanta-
geous to improve the accuracy of dead-reckoning. As
for the reason, in general, many of the external sen-

sors are expensive, and processing is very complex.
Moreover, estimation methods using external sensors
need to have a previously installed landmark in the
environment. By improving the accuracy of dead-
reckoning and reducing the part that depends on the
method using the external sensor, the hardware and
software costs of the robot can be decreased, and the
time needed to install a landmark can be omitted.

In this paper, in order to develop an accurate
localizaion for mobile robots, we propose a dead-
reckoning system based on increments of the robot
movements read directly from the floor using op-
tical mouse sensors (Fujimoto et al., 2002). The
movements of two axes are measurable with an op-
tical mouse sensor. Therefore, in order to calculate
a robot’s deviation of position and orientation, it is
necessary to attach two optical mouse sensors in the
robot (Tobe et al., 2004) (Singh and Waldron, 2004)
(Cooney et al., 2004). However, it is also expected
that a sensor cannot read the movements correctly due
to the condition of the floor, the shaking of the robot,
etc. To solve this problem, we arrange multiple opti-
cal mouse sensors around the robot and compare sen-
sor values. By selecting reliable sensor values, accu-
rate dead-reckoning is achieved.

In Section 2, we explain the optical mouse sen-
sor. In Section 3, we describe the algorithm of dead-
reckoning based on optical mouse sensors. Finally,
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Figure 1: Structure of optical mouse sensor.

Table 1: Specifications of the optical mouse sensor (Agilent
Technologies, HDNS-2051).

resolution 800 counts/inch
max speed 14 inch/sec

scanning frequency 2300 Hz
power supply 5 volts

in Section 4, we verify the effectiveness of this al-
gorithm through several experiments with an actual
robot.

2 OPTICAL MOUSE SENSOR

An optical mouse sensor is built into an optical mouse
for personal computers, and measures non-contact
movements. It is maintenance free and not influenced
by floor friction.

The principle of the optical mouse sensor is that the
installed small image sensor reads the change in the
image information on the floor and the optical mouse
sensor measures movement. The structure of the op-
tical mouse sensor is shown in Figure 1. An opti-
cal mouse sensor takes a floor picture irradiated by
a LED through a lens, with the image sensor located
on the sensor undersurface. Changes in the pictures
taken are processed within the sensor and transformed
into distance information. Finally the sensor outputs
a two phase pulse from the ports. The main specifica-
tions of the optical mouse sensor(Agilent Technolo-
gies, HDNS-2051) used in our research are shown in
Table 1.

3 DEAD-RECKONING BASED ON
OPTICAL MOUSE SENSORS

This section describes the basic equation for dead-
reckoning based on optical mouse sensors and the
comparison method for increasing the reliability of
mouse sensor values. In this method, the mobility
range of the robot is limited to the floor whereby the
optical mouse sensor can initially measure the move-
ment.

y

x

ξ iη i 

φi

ξ j

η j dj

robot

optical mouse
sensor mi

optical mouse
sensor  mj

X

Y

Ow X

Y

Θ

φj

Oj

Oi

O

di

Figure 2: Configuration of robot and optical mouse sensors.

3.1 Basic Equation

Movement of the direction of two axes is measurable
by one optical mouse sensor. Therefore, movement
(translation and rotation) of the robot which moves
through a plane is calculable by using two optical
mouse sensors.

Firstly, a robot and two optical mouse sensors
mi,mj are arranged as shown in Figure 2. The
world coordinate system (Ow − XY ) is placed on
the floor, the robot coordinate system (O − xy)
is placed on the robot center, and coordinate sys-
tems (Oi − ξiηi), (Oj − ξjηj) are put on the cen-
ter of two optical mouse sensors mi,mj attached
to the robot. However, axes xmi , xmj of each sen-
sor are located in a radial direction from the robot
center 1. The positions of each sensor in terms
of the robot coordinate system are expressed by
[di cosφi, di sinφi]T , [dj cosφj , dj sinφj ]T . The re-
lation movement [Δξi,Δηi]T , [Δξj ,Δηj ]T measured
by each sensor and movement [Δx,Δy,Δθ]T of the
robot center is expressed as follows:[

Cφi −Sφi

Sφi Cφi

] [
Δξi
Δηi

]

=
[

Δx
Δy

]
+ Δθ

[−diSφi

diCφi

]
(1)[

Cφj −Sφj

Sφj Cφj

] [
Δξj
Δηj

]

=
[

Δx
Δy

]
+ Δθ

[−djSφj

djCφj

]
(2)

1It is our goal to decrease the number of parameters used
for this method, and the basic equation can be derived re-
gardless of ξi, ξj axial direction of each sensor.
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Here, Sφ∗ and Cφ∗ mean sinφ∗ and cosφ∗ respec-
tively, and use this notation as follows. Moreover, up-
per formulas are arranged as follows:

Au = a (3)

u = [Δx,Δy,Δθ]T ,

A =

⎡
⎢⎣

1 0 −diSφi

0 1 diCφi

1 0 −djSφj

0 1 djCφj

⎤
⎥⎦ ,

a =

⎡
⎢⎣

ΔξiCφi − ΔηiSφi

ΔξiSφi + ΔηiCφi

ΔξjCφj − ΔηjSφj

ΔξjSφj + ΔηjCφj

⎤
⎥⎦

Here, elements of matrix A and vector a are replaced
with Apq and ap(p = 1, 2, 3, 4; q = 1, 2, 3) respec-
tively. Furthermore, the squared error Eij of move-
ments is defined as follows:

Eij =
4∑

p=1

(Ap1Δx +Ap2Δy +Ap3Δθ − ap)2 (4)

The movement u = [Δx,Δy,Δθ]T that has the min-
imum square errorEij is determined by using the fol-
lowing equation.

u = A−a (5)

Here, matrix A− means a pseudo-inverse matrix of
A.

After movement u of the robot can be deter-
mined, dead-reckoning is computed using the follow-
ing equation and robot position [Xt, Yt,Θt]T in terms
of the world coordinate system is determined. In ad-
dition, [Xt−1, Yt−1,Θt−1]T expresses the position at
a pre-measurement point.[
Xt

Yt

Θt

]
=

[
Xt−1 + ΔxCΘt−1 − Δy SΘt−1

Yt−1 + ΔxSΘt−1 + Δy CΘt−1

Θt−1 + Δθ

]
(6)

3.2 Comparison of Values of Optical
Mouse Sensors

Robot movements may be incorrectly measured by
the optical mouse sensor due to robot speed, robot
shaking, the condition of the floor, etc. When errors
arise in only one optical mouse sensor between two
optical mouse sensors (since the squared error Eij in
(4) will be large), error is detectable by supervising
the value of Eij . However, when an error arises in
both of two mouse sensors, there is no corroboration
to which the value of Eij becomes large. That is, er-
ror is undetectable when only supervising the value
of Eij . Thus, we proposed a method of computing

robot movements by comparison of the optical mouse
sensor values and by selecting reliable sensor values.

The number of optical mouse sensors is N , the
squared errors Eij (i = 1 · · ·N, j = 1 · · ·N(i �=
j)) of all optical mouse sensor values are calculated.
Then, threshold Eth of Eij is decided, and accuracy
of a measurement value is evaluated by the following
equation.

ri =
N∑

j=1
j �=i

δij , δij =
{

1 (Eij ≤ Eth)
0 (Eij > Eth) (7)

Here, ri expresses the reliability of optical mouse sen-
sor mi. This reliability is computed to each optical
mouse sensor, and optical mouse sensorsmα,mβ, · · ·
with high reliability are elected using threshold rth.
And the following equation is derived using those val-
ues.

Bu = b (8)

B =

⎡
⎢⎢⎢⎢⎢⎣

1 0 −dαSφα

0 1 dαCφα

1 0 −dβSφβ

0 1 dβCφβ

: : :
: : :

⎤
⎥⎥⎥⎥⎥⎦ ,

b =

⎡
⎢⎢⎢⎢⎢⎣

ΔξαCφα − ΔηαSφα

ΔξαSφα + ΔηαCφα

ΔξβCφβ − ΔηβSφβ

ΔξβSφβ + ΔηβCφβ

:
:

⎤
⎥⎥⎥⎥⎥⎦

A movement u of the robot is calculated by using the
following equation.

u = B−b (9)

In addition, when two or more sets of optical mouse
sensor values with high reliability do not exist, move-
ment of the robot is computed based on wheel rota-
tion.

4 EXPERIMENTS

In order to evaluate our methods, experiments were
executed using our robot. Firstly, we explain the sys-
tem configuration of the robot. After that, we show
the results of self-localization using dead-reckoning
based on optical mouse sensors. Finally, we make one
evaluation of our method by reporting on the results of
the integration of the global camera information and
the dead-reckoning value using the Kalman Filter.
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Figure 3: Robot equipped with omni-directional mecha-
nism and optical mouse sensors.

4.1 System Configuration

The robot we have been developing is shown in Fig-
ure 3, and its control flow is shown in Figure 4.

CPU

(Toshiba, TA8440H)

counter
(Nec, uPD4701)

DC motor
(Maxon, A-max)

encoder
(Maxon, 110520)

optical mouse 
sensor

(Agilent Tech., 
HDNS-2051)

counter
(Nec, uPD4701)

counter
(Nec, uPD4701)

Y

X

X 3

X 4

motor driver

motor unit

sensor unit

control board

(Hitachi,H8/3054F)

CPU board

Figure 4: Control flows of the robot.

The robot has an omni-directional mobile mechanism
driven by three omni-directional wheels. Four optical
mouse sensors are attached around the robot. And in
order that an optical mouse sensor may stably scan
a floor, the sensor unit is forced onto the floor by
springs. Moreover, the CPU board and control board
are mounted onto the robot. And they control driving
motors and count the pulse from optical mouse sen-
sors. The main specifications of the robot are shown
in Table 2.

4.2 Dead-Reckoning Based on
Optical Mouse Sensors

We used two robot speeds: (a) v=300[mm/s],
ω=1.82[rad/s] and (b) v=500[mm/s],ω=3.03[rad/s] in
the experiments. Speed (a) is slower than the max-
imum measurement speed of the optical mouse sen-
sor(see Table 1), and speed (b) is faster. We deter-
mined speed (b) to be the general maximum speed of
an indoor mobile robot. The motion path of the robot
is shown in Table 3. The floor is covered with the felt

Table 2: Specifications of the mobile robot.

height 120 [mm]
width 262 [mm]
weight 2 [kg]

max speed 1000 [mm/s]

Table 3: Planned path cartesian coordinates.
1 2 3 4 5

X [mm] 0 500 500 500 500
Y [mm] 0 0 0 500 500
Θ [rad] 0 0 π/2 π/2 0

6 7 8 9 10
X [mm] 1000 1000 1000 1000 1500
Y [mm] 500 500 1000 1000 1000
Θ [rad] 0 π/2 π/2 0 0

D. Sekimori and F. Miyazaki
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Figure 5: Self-localization based on dead-reckoning.

mat used in the RoboCup small size league compe-
titions. Moreover, in order to measure a robot’s real
trajectory, a camera is installed on the ceiling.

The comparison result of the real trajectory and
dead-reckoning values based on wheels, two optical
mouse sensors, and four optical mouse sensors are
shown in Figure 5. As a result, when a robot speed
is (a), even if the dead-reckoning value based on the
wheels greatly differs from the real trajectory, two
dead-reckoning values based on the optical mouse
sensors are mostly in agreement with the real trajec-

Table 4: Errors in 10 dead-reckonings.

(a) v = 300 [mm/s], ω = 1.82 [rad/s]
average of the maximum error

type
translation [mm] orientation [deg]

wheels 191.499 14.970
2 mice 44.516 4.918
4 mice 38.011 4.607

(b) v = 500 [mm/s], ω = 3.03 [rad/s]
average of the maximum error

type
translation [mm] orientation [deg]

wheels 239.397 19.264
2 mice 627.237 40.638
4 mice 61.593 8.588

tory. On the other hand, when robot speed is (b),
the dead-reckoning value based on the wheels dif-
fers greatly from the real trajectory as well as in the
case of speed (a). The method based on two op-
tical mouse sensors caused erroneous measurements
during movement, and a large error has arisen in the
dead-reckoning value. On the other hand, the method
based on four optical mouse sensors has carried out
position estimation with a small error, since a compar-
ison between optical mouse sensors was performed
correctly.

Moreover, we verified the dead-reckoning mea-
surements ten times under the same condition. The
average of the maximum error of the estimated value
and the measured value in the movement is shown in
Table 4. As a result, in the ten dead-reckoning mea-
surements, results similar to the above-mentioned are
obtained, and the stability of our method can be con-
firmed.

4.3 Integration of Global Camera
Information and
Dead-Reckoning Value

Using another evaluation method, we report on the
results of integration of the robot position via global
camera and dead-reckoning value using the Kalman
Filter. The handy-cam installed in the upper part of

Precise Dead-Reckoning for Mobile Robots
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(d) dead-reckoning value using optical mouse sensors
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Figure 6: Self-localization based on Integration of global camera information and dead-reckoning value(v=500[mm/s],
ω=3.03[rad/s]).
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the room is used as the global camera (A separate
camera is used for measuring). The global camera
measures only the robot position information (orien-
tation information is not included) for the sake of con-
venience. Though the extended Kalman Filter is used
for integrating the two values, its details are omitted.
We used v=500[mm/s] and ω=3.03[rad/s] as the robot
speed in the experiments.

Figure 6 shows the results of (a) measurement
value using the handy-cam, (b) dead-reckoning value
using wheel rotation, (c) estimates based on (a) and
(b), (d) dead-reckoning value using optical mouse
sensors, and (e) estimates based on (a) and (c). As
a result, in the case of (c), even if estimates of the po-
sition are mostly in agreement with the real trajectory,
a large error has arisen in the estimates of orientation.
On the other hand, in the case of (e), estimates of both
position and orientation are mostly in agreement with
the real trajectory. In this experiment, since the ori-
entation is not included in the information from the
global camera, the accuracy of the estimates of orien-
tation tends to worsen compared with the estimates of
position. However, by using optical mouse sensors,
accurate dead-reckoning can be realized, and conse-
quently, not only a position but also an orientation is
realizable with sufficient accuracy.

5 CONCLUSION

In this paper, we proposed the method of accurate
dead-reckoning by measuring the movement of a
robot directly from the floor with optical mouse sen-
sors. By comparing and selecting sensor values from
the multiple optical sensors, reliable dead-reckoning
was realized. Through several verification checks
with the actual robot, we confirmed that our dead-
reckoning can be realized accurately and with stabil-
ity compared with the method based on wheel rota-
tion. In addition, we showed that the accuracy of es-
timation was greatly improved by using only simple
global camera information.

This method of measuring the movement of the
robot with optical mouse sensors is limited to the in-
door environment. Though the system becomes large
scale in an outdoor environment, it is also possible to
measure the movement of the robot by taking images
of the ground surface with multiple CCD cameras as

well as optical mouse sensors. When CCD cameras
are used for the measurement, our method can be in-
troduced without the big alterations.

In future work, we will develop one sensor unit in-
cluding multiple optical sensors, and install this sen-
sor unit in various robots.
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IMAGE BINARISATION USING THE EXTENDED KALMAN FILTER

Keywords: Feature Extraction, Image Processing, CAD.

Abstract: Form design is frequently carried out through paper sketches of the designer’s mental model of an object.
To improve the time it takes from solution concept to production it would therefore be beneficial if paper-
based sketches can be automatically interpreted for importation into three-dimensional geometric computer
aided design (CAD) systems. This however requires image pre-processing before initiating the automated
interpretation of the drawing. This paper proposes a novel application of the Extended Kalman Filter to guide
the binarisation process, thus achieving suitable and automatic classification between image foreground and
background.

1 INTRODUCTION

Line drawing interpretation systems are used in en-
gineering design as an interface between engineering
or architectural drawings and computer-aided design
(CAD) tools (Ablameyko and Pridmore, 2000). Us-
ing similar principles, sketch recognition systems are
being developed since it is acknowledged that design-
ers can express their ideas more naturally by means
of sketches (Roth-Koch, 2000). Recent developments
of such recognition systems have focused on online
sketches obtained by means of PDAs or tablet PCs.
Since such systems are online, the interpretation sys-
tem has additional information about the drawing, for
example, pen position and velocity. However, these
systems lack the portability and flexibility of paper
(Farrugia et al., 2004). In order to achieve this flex-
ibility, the images must be pre-processed, such that
line data may be extracted from the static image. Bi-
narisation is one such process, which compensates for
the noise introduced by the digitizing system. This
work proposes the use of the Extended Kalman Fil-
ter (EKF) to guide the binarisation of images as a
step towards the automation of the sketch recognition
process which provides the necessary data to control
rapid prototyping and manufacturing equipment. The
proposed method improves the binarisation of poor
quality images, whilst reducing the complexity of the
threshold selection process. This paper is divided as

follows: Section 2 gives a brief review of binarisation
techniques, Section 3 introduces the EKF and illus-
trates how this filter may be used to identify a suitable
threshold for binarisation. This is followed by the re-
sults in Section 4 and conclusions in Section 5.

2 BINARISATION TECHNIQUES

Binarisation is the process by which grey levels
within an image are classified as either foreground or
background (Ablameyko and Pridmore, 2000). The
selection of a suitable binarisation technique is de-
pendent on the type and quality of the images being
used (Bulen and Mehmet, 2004). Since the sketched
line drawing interpretation system that is being de-
veloped is expected to process images from the field,
it will typically process poor quality images, digi-
tized using low-resolution devices, such as a camera-
phone. This requires a more detailed and local anal-
ysis of the pixel distributions in order to select a suit-
able threshold for pixel classification. This section de-
scribes five established binarisation techniques origi-
nally proposed for line drawings and text images.

Palumbo and Guliano (Yang Y. and Yan H., 2000)
use a fixed 9× 9 window to evaluate the class of each
pixel within the image. The pixel value is determined
according to the five 3 × 3 local pixels within the
9 × 9 window centered on the pixel in consideration.
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An initial user-defined threshold is used to determine
the pixels which definitely belong to the background
whilst the remaining pixels are classified using a dif-
ferent label assignment rule requiring the specifica-
tion of three additional user defined parameters. De-
termining the values of the user-defined parameters
is not straightforward since they cannot be deduced
from the image properties.

In Niblack’s algorithm (Bulen and Mehmet, 2004),
the user does not need to define the classification
threshold since this is evaluated according to the mean
and standard deviation of each pixel’s neighbours.
However, the user is required to specify the size of
a window W from which the pixel’s neighbours are
taken. As with Palumbo and Guliano’s method, the
selected threshold is applied to each individual pixel
in the image. Thus, the classification of each pixel
w(x, y) may be modelled as follows:

w(x, y) →
{
wf , p(x, y) < T (x, y)
wb , p(x, y) ≥ T (x, y) (1)

where T (x, y) = μ(x, y) + k × σ(x, y), μ(x, y) is
the mean grey level of the pixels within the window,
σ(x, y) is the standard deviation of these pixels and k
is a user defined parameter. Therefore, Niblack’s al-
gorithm requires two user defined parameters, namely
the window size W and k. The window size de-
termines the number of pixels from which the mean
μ(x, y) and standard deviation σ(x, y) are evaluated,
and so it should reflect the quality of the image back-
ground on which prior knowledge is unavailable. The
value of k is used to adjust the amount of print object
boundary that is taken as part of the foreground, and
is therefore dependent on the quality of the drawn line
which is also an unknown quantity.

Eikvil’s method (Trier O. D. and Jain A. K., 2000)
is based on the established global binarisation tech-
nique developed by Otsu (Gonzalez R. and Woods R.
E., 2002). As with Palumbo and Guliano, Eikvil’s
classification requires the specification of two win-
dow sizes. However, in this case the two windows
WL and WS of size L and S respectively, are con-
centric, with WL being the larger window. The pixels
within WL are temporarily classified into two clus-
ters by Otsu’s threshold. The mean of these two clus-
ters is evaluated and their difference is compared to
a parameter k which determines whether there is suf-
ficient contrast between the two clusters. This indi-
cates the effectiveness of Otsu’s threshold on the se-
lected region. Thus, if the difference between the two
means is larger than k, the pixels within the smaller
windowWS are classified according to Otsu’s thresh-
old. Otherwise, the pixels are assigned to the class
whose label is closest to the mean grey level within
the smaller window WS . Thus, unlike the previous
two methods, this algorithm does not classify single
pixels, but the group of pixels located in the smaller

window WS . This method requires the specification
of three user defined parameters, of whichS andL de-
fine window sizes, whilst k determines the threshold-
ing method applied to the smaller window. The size of
the smaller windowWS may be set to 3 which defines
the smallest window centered on a pixel. However,
the remaining parameters must be specified according
to the particular image properties.

Kamel and Zhao’s logical adaptive tech-
nique (Kamel M. and Zhao A., 1993) compares
the grey level of the pixel in consideration with
eight local averages in a pixel neighbourhood of size
(2SW + 1) × (2SW + 1) where SW represents
the stroke width of the line drawing. A comparison
operator is derived from these averages and is used
to determine the class of the pixel in consideration.
The algorithm requires two user defined parameters,
namely the stroke width SW and an initial threshold
T which is used to evaluate the required comparison
operator. Yang and Yan (Yang Y. and Yan H., 2000)
proposed a method by which the two parameters
SW and T are calculated adaptively. However,
the adaptive evaluation of the parameter T requires
another parameter α. Yang and Yan (Yang Y. and Yan
H., 2000) specify a range of values of α for which
suitable values of T may be obtained.

Brensen’s method (Bulen and Mehmet, 2004) may
either classify a single pixel or a group of pixels si-
multaneously according to the contrast present within
a selected window. The window’s contrast is defined
as C(x, y) = Zmax − Zmin, where Zmax and Zmin

are the maximum and minimum grey levels within
the window. If this contrast is smaller than a prede-
fined value k, the pixels within the window belong
to the same class, and the entire window may be as-
signed to a single class. However, if the contrast C
is sufficiently large, then the pixels within that win-
dow belong to two different classes. Since the win-
dow has high contrast, a simple threshold based on
the average grey level may be used to classify the pix-
els within this window. Thus, the threshold T is de-
fined as T (x, y) = 1

2 × (Zmax +Zmin). This method
requires the specification of parameter k which may
be evaluated adaptively using the method proposed
in (Bartolo A. et al., 2004)

2.1 Drawbacks

Although the above methods may yield results of con-
siderably good quality, the classification process re-
quires that a classifying criterion is evaluated for each
pixel in the image. Furthermore, these algorithms re-
quire the specification of some parameter, such as a
window size in order to evaluate the threshold. Al-
though suggested values are specified for some algo-
rithms, better results are obtained after fine-tuning the
parameter to the characteristics of the image under
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test. Thus the performance of these methods is sus-
ceptible to image conditions. Methods for the adap-
tive evaluation for Brensen’s and Kamel & Zhao’s
methods have been proposed, but these require con-
siderable computational times, which slow down the
product prototyping process. In this paper, we attempt
to overcome these problems by modelling the sketch
as a trajectory being tracked in time.

3 LINE TRACKING

A sketched drawing may be considered as a number
of lines which interact at junctions or corners, from
which two or three dimensional shapes may be
perceived. These lines may be considered as distinct
entities, which can be described independently
by some mathematical model. In this paper, two
mathematical models which describe the position of
a point on a line and its intensity are used to enable
line tracking. Each line stroke is modelled as a
trajectory propagating with a velocity v along a line
subtending an angle θ with the horizontal axis, thus
the position of the trajectory at a time instant k + 1
is given by Eq. (2), where x1 and x2 are the vertical
and horizontal coordinates on a plane.

[
x1(k + 1)
x2(k + 1)

]
=

[
x1(k)
x2(k)

]
+ v

[
sin θ
cos θ

]
(2)

Given a static, offline image, the velocity of propa-
gation is irrelevant and may be assumed to be unity,
thus making the (x1, x2) coordinates of the line
dependent only on the direction θ. The bilinear inter-
polation relationship given by Eq. (3) (Gonzalez R.
and Woods R. E., 2002), can be used to describe the
intensity of a pixel in terms of its (x1, x2) coordinates,

z(k) = Ax1(k) +Bx2(k) +Cx1(k)x2(k) +D (3)

where A, B, C and D are interpolation coefficients
derived from the four neighbours of a pixel in the im-
age with coordinates (x1, x2).

In this way, each stroke in a given drawing may be
considered as a process modelled by Eq. (2). From
the original image, measurements of pixel intensities,
given by Eq. (3), can be obtained. By considering
the (x1, x2) coordinates of each line as the states of
a dynamic system and the intensity values to be mea-
surements obtained from noisy sensors, Kalman filter
theory (Maybeck P. S. , 1982) may be used to estimate
the system states and hence the coordinates of points
on each line.

Since the relation between pixel intensity and pixel
position given by Eq. (3) is not linear, the Extended

Kalman Filter (EKF) was adopted. The EKF lin-
earizes the state estimation around the current es-
timate by using the partial derivatives of the pro-
cess and measurement functions to compute estimates
even when non-linearities are present. The EKF es-
sentially assumes that the process is linear around the
current state (Maybeck P. S. , 1982).

3.1 The Extended Kalman Filter

In general, the EKF addresses the problem of estimat-
ing the state x of a discrete-time process modelled by
nonlinear state-space equations of the general form:

x(k + 1) = f(k,u(k),x(k)) + w(k) (4)

z(k) = h(k, x(k)) + v(k) (5)

where w represents the model noise and v the mea-
surement noise, which are zero-mean, Gaussian noise
sequences of covariance Q and R respectively, u is a
known input, z is a measured output and f and h are
general non-linear functions. In our line sketching ap-
plication, the line generator model given by Eq. (2)
is cast into the state space form of Eq. (4) to give
Eq. (6). Similarly, Eq. (3) which represents the inten-
sity model, is cast into the state space form of Eq. (5)
to give Eq. (7).

x(k + 1) = x(k) + θ(k) + w(k) (6)

z(k) = h(k, x(k)) + v(k) (7)

where the state vector

x ≡ [x11, x12, · · · , xn1, xn2

]T
represents pen positions on n line strokes in the im-
age,

θ(k) ≡ [sin(θ1), cos(θ1), · · · , sin(θn), cos(θn)
]T

represents the orientation of the lines. The intensity
of the trajectories at time k is given by z, which may
be written as:

z1(k) = A1x11(k) +B1x12(k)+
C1x11(k)x12(k) +D1 + v1(k)

z2(k) = A2x21(k) +B2x22(k)+
C2x21(k)x22(k) +D2 + v2(k)

...

zn(k) = Anxn1(k) +Bnxn2(k)+
Cnxn1(k)xn2(k) +Dn + vn(k)

where Ai, Bi, Ci and Di are known constants
obtained from the bilinear interpolation, given by
Eq. (3).

Comparison between Eqs. (4) and (6) gives
f(k,u(k),x(k)) = x(k) + θ(k), and h(k,x(k)) is
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given by Eq. (3). Process noise w(k) models any de-
viations from the ideal line stroke, and measurement
noise v(k) corresponds to noise affecting the intensity
measurements of the image.

Based on the state space model given by Eqs. (6)
and (7), the EKF algorithm is used to find an estimate
x̂(k|k) to the actual state x(k), based upon intensity
measurements z(k) as follows (Maybeck P. S. , 1982):
The Kalman Gain is defined as:

K(k) =
P(k|k − 1)∇T

h(x̂(k|k−1))

∇h(x̂(k|k−1))P(k|k − 1)∇T
h(x̂(k|k−1)) +R

(8)
where

∇h(x) ≡

⎛
⎜⎝

∂h1
∂x11

∂h1
∂x12

· · · 0 0
...

...
. . .

...
...

0 0 · · · ∂hn

∂xn1

∂hn

∂xn2

⎞
⎟⎠

represents the rate of change in intensity in the verti-
cal and horizontal directions for each line stroke.
The state estimate is obtained by:

x̂(k|k) = x̂(k|k − 1)+

K(k)
[
z(k) − h(k, x̂(k|k − 1))

] (9)

where z(k) represents the true intensity measured
from the image and h(k, x̂(k|k − 1)) is given by
Eq. (3) evaluated at x(k) = x̂(k|k − 1). The error
Covariance P(k|k) is given by:

P(k|k) = [I − K(k)∇h(x̂(k|k−1))]P(k|k − 1) (10)

where the covariance prediction is:

P(k + 1|k) = Jf(x̂(k|k))P (k|k)JT
f(x̂(k|k)) +Q (11)

where Jf(x) is the Jacobian matrix
[

∂fi

∂xj

]
, which in

this case is equivalent to the identity matrix from
Eq. (6). The state estimate prediction at time k + 1
is:

x̂(k + 1|k) = f(k,u(k), x̂(k|k)) (12)

The EKF Eqs. (8) to (12) will recursively compute
the state estimate x̂(k|k) for each iterate k, given ini-
tial estimates x̂(0| − 1) = x0 and initial covariance
P(0| − 1) = P0 which represents the initial covari-
ance of the error, reflecting the initial uncertainty of
the estimates.

3.2 Application to Binarisation

The EKF equations described above, give the possi-
bility of locating points on a number of lines that form
part of the drawn object or objects in an image. In this
way, the EKF helps to discriminate between the image
foreground and background by selecting those pixels
which are located on lines and are therefore part of the

image foreground. The intensity of the pixels along
the tracked trajectory provides information about the
grey level intensities of the pixels forming part of the
line drawing. The mean grey level intensity μt, and
standard deviation σt of the tracked pixels can there-
fore be used to approximate the grey-level intensity of
the sketched object, and hence guide the binarisation
process. Since line pixels are darker than the back-
ground, the image pixels are classified by comparison
to a threshold T = μt + n × σt,where n is a con-
stant which defines the tolerance to grey-level varia-
tions along the tracked line. Pixels whose intensities
are less than T may be classified as foreground line
pixels whilst the remaining pixels may be classified
as background pixels.

3.3 Implementation of the EKF

The implementation of the EKF requires suitable
starting points to initialize the line tracking process.
The position of the lines in a static image are un-
known, however, it may be assumed that part of the
image will be located towards the center of the image.
Thus, two scans along the horizontal and vertical cen-
terlines of the image are performed. The derivative
of the grey level intensities of pixels lying along this
line is considered as shown in Figure 1. The presence
of a line is indicated by a negative to positive peak
transition along the tracking direction which corre-
spond to the background-foreground and foreground-
background transitions associated with the edges of
the line stroke. Thus, the zero-crossing between two
such peaks may be considered as a suitable starting
for line tracking. Since a horizontal and a vertical
scan are carried out, the EKF can be initialized with
at least two starting points.

Since sketches are not necessarily built from
straight lines, but may have curves or lines that ex-
hibit a change in orientation, the sketched strokes are

0 50 100 150 200 250 300 350
−0.15

−0.1

−0.05

0

0.05

0.1

Figure 1: The derivative of a horizontal row in an image.
The two −ve to +ve peak transitions indicate the presence
of two line strokes.
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modelled as piece-wise linear segments. This implies
that the line stroke may be built from a number of
short straight line segments which may be represented
by the state space model shown in Eq. (6), thus re-
quiring the evaluation of the line orientation θ(k) at
each iteration k. This may be obtained by using Sobel
edge response (Gonzalez R. and Woods R. E., 2002),
which gives the magnitude response and the orienta-
tion of the pixels within the image. For edge pixels,
the magnitude response is highest and the pixel orien-
tation corresponds to the orientation of the line. Thus,
for each state x̂, the closest edge pixel pair are located
and their orientation is used as an approximation for
the line direction θ(k).

The state estimates given by Eqs. (9) require the
evaluation of the intensity of the image at instant k.
This may be obtained by searching for the darkest
grey level within a distance of one unit from the cur-
rent pixel position in the direction of θ + Δθ where
the Δθ term is used to allow for deviations in the line
direction. Since the line strokes are expected to be
smooth, any line deviation from θ is accommodated
by seeking the darkest pixels in the cardinal directions
that enclose θ.

Since the EKF assumes that the model used is lin-
ear around the current state, large deviations from the
line stroke would cause the filter to diverge. For this
reason, it is required to terminate the tracking before
the filter diverges. An indication that the filter is di-
verging may be obtained by comparing the grey level
intensity of the tracked point with the grey level in-
tensity of background pixels. A measure of the back-
ground intensity may be obtained by taking the mean
grey-level ms of a sample of pixels located at a dis-
tance d perpendicular to the line direction, where d
should be greater than the stroke width of the sketched
lines. A point located on an image line will have a
grey level mp which is less than the mean grey level
ms of the sample pixels. Thus, divergence is indi-
cated when the mean grey level ms of the sampled
pixels is less than or equal to the grey level inten-
sity mp of the tracked point thus indicating that the
point is no longer on the sketched line and has moved
to a background region. This criterion also detects
when the tracking point arrives at the end of a line and
is therefore also used as a criterion to terminate the
tracking process once the end of the line is reached.

The image digitization process introduces some de-
gree of noise to the image such that adjacent pixels
will have variations in their grey level intensity even
though they belong to the same class. This will in-
troduce errors in the evaluation of the EKF starting
points since the derivative of an image row or column
will also reflect these intensity variations. For this rea-
son the image is low pass filtered using a 3 × 3 mean
filter (Gonzalez R. and Woods R. E., 2002). This will
reduce the effect of the grey level variations in adja-

cent pixels making the transition between image class
more prominent in the row and column derivatives.

4 TESTING AND RESULTS

The proposed algorithm was tested under various con-
ditions and compared to the performance of the other
established methods discussed in Section 2. This sec-
tion shows the results obtained for a number of sam-
ple grey level images, whose grey levels are in the
range [0, 256]. The visual results obtained by Kamel
and Zhao’s method are also shown in order to allow
a visual comparison. Kamel and Zhao’s method has
been chosen as this has the lowest number of user de-
fined parameters and thus offers the highest degree of
automation.

The ability of the EKF to track multiple lines was
first tested using images that exhibited a low noise
component such as that shown in Figure 2. This
shows an example where the EKF tracks eleven seg-
ments, corresponding to seven starting points detected
from a horizontal scan and four segments detected
from a vertical scan of the image.

The algorithm was then tested under varying de-
grees of measurement noise. This was introduced by
adding zero-mean Gaussian noise to the image. Fig-
ure 3 illustrates a ground truth image in which 5.7%
of the pixels are foreground pixels, whilst the remain-
ing 94.3% are background pixels. The corresponding
noisy image is shown in Figure 3(b). The noise added
has a standard-deviation of 36 grey-levels, which in
this case corresponds to a signal-to-noise ratio (SNR)
of 12.8dB. The results obtained by the EKF algo-
rithm and Kamel and Zhao’s algorithm are shown in
Figure 3(c) and 3(d) respectively. Further results are
given in Table 1. These show that the results obtained

Figure 2: Illustrating the tracking paths generated by the
EKF. White line segments indicate the tracked path, whilst
the darker lines indicate the image line strokes. This exam-
ple shows the tracking of 11 segments.
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(a)

(b)

(c)

(d)

Figure 3: Illustrating the performance of the EKF binari-
sation under noise. Figure (a) shows a ground truth image
and Figure (b) shows the corresponding image with added
Gaussian noise resulting in an SNR of 15.5dB. Figures (c)
and (d) show the binary result obtained by the EKF method
and Kamel & Zhao’s method respectively.

Table 1: Comparison of percentage pixel error of the EKF
algorithm and Kamel and Zhao’s algroithm under different
noise conditions for the image shown in Figure 3(a). f→b
indicates the percentage foreground misclassification and
b→f the percentage background misclassification.

% pixel error
EKF Kamel & Zhao

SNR(dB) f → b b → f f → b b → f
18.08 7.1 0.53 17.9 0.79
16.20 14 0.07 26 1.19
14.54 12.2 0.18 35.8 1.59
12.79 2.9 0.97 44.7 1.9

by the EKF algorithm have lower foreground misclas-
sifications and background misclassifications in com-
parison to the results obtained by Kamel and Zhao’s
method. This indicates that the EKF algorithm gives
a better performance than that of Kamel and Zhao un-
der noisy conditions.

Figure 4 illustrates three images used to test the
algorithm. These include multiple lines and curves,
which illustrate that the line tracking process may ef-
fectively track such images. Four lines were tracked
from Figure 4(a–i), whilst seven lines were tracked in
Figure 4(a–ii) and Figure 4(a–iii). Using this track-
ing procedure, the number of sampled pixels as a ra-
tio of the total number of pixels is 24%, 36% and
27% respectively. This indicates that the threshold-
ing decision is based on a small number of pixels,
which however, correspond to pixels directly related
to the image foreground. The binary result obtained
for these images is illustrated in Figure 4(b i–iii). The
results obtained may be compared with those illus-
trated in Figure 4(c i–iii), which are obtained by us-
ing Kamel and Zhao’s algorithm after manually deter-
mining the most suitable values for α. These results
show that the proposed EKF algorithm gives results
whose quality is comparable to those given by other
binarisation techniques. Furthermore, Table 2 shows

Table 2: Comparison of computational times with the al-
gorithms discussed in Section 2 for the images shown in
Figure 4.

Computational Time (s)
Image 4(a) 4(b) 4(c)
EKF 57.3 26.3 55.9

Eikvil 75.2 73.7 75.4
Brensen 160 139.5 137.9
Kamel 78.6 78.8 70.9

Niblack 30.7 30.5 39.8
Palumbo 12.5 9.7 13
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Figure 4: Sample test images. Images (a i) and (a ii) illustrate images that have a homogenous background. The dynamic
range of these images is 80 and 160 respectively. Image (a iii) is an example of an image having background artefacts. Images
(b i - iii) are the results obtained after binarising the image using the proposed algorithm. These can be compared with Images
(c i - iii) which show the results obtained by Kamel and Zhao’s algorithm after manually setting the value of α to 0.2, 0.4 and
0.1 respectively.

(a-i) (b-i) (c-i)

(a-ii) (b-ii) (c-ii)

(a-iii) (b-iii) (c-iii)
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Figure 5: A sample of the images used to test the EKF algorithm. Figures (a–e) were captured at a resolution of 96dpi using
a cameraphone, whilst Figures (f–h) were captured with a digital camera. Figures (a) and (b) are examples of images drawn
on plain, white background, Figures (c–e) show images drawn on textured background whilst Figure (f–h) are examples of
images with variable line strokes.
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Figure 6: Results obtained by the EKF binarisation algorithm for the test images shown in Figure 5.
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that the proposed binarisation process requires lower
computational times than Brensen’s and Kamel &
Zhao’s methods, for which adaptive parameter evalu-
ation was applied. Although Niblack’s, and Palombo
and Guiliano’s methods show lower computational
times, this does not include the time required to find
suitable parameters for each image, because, these are
not adaptive methods.

The algorithm was also tested on images captured
by a cameraphone at a resolution of 96 dpi. A sample
of these images is shown in Figure 5(a–e) where Fig-
ure 5(a) and (b) show images drawn on plain white
paper, Figure 5(c) and (d) show images drawn on
graph paper, whilst Figure 5(e) shows an image drawn
on textured tissue paper. The images shown in Fig-
ures 5(f–h) were captured using a higher resolution
digital camera. These images were drawn on low
quality paper and are examples of images which have
variable line strokes. Note that the cameraphone cap-
tures the light reflections on the image such that the
resulting digital images display variable grey-level in-
tensities along the background. This is particularly
evident in the image corners of Figures 5(a–e), where
the grey-level intensity of the background is compara-
ble to that of the foreground. The performance of the
EKF algorithm is comparable to that of the algorithms
discussed in Section 2 but the proposed EKF algo-
rithm requires smaller computational times. Figure 6
shows how the algorithm correctly identifies the fore-
ground pixels. Of particular importance is the distinc-
tion made between the image foreground and the tex-
tured backgrounds in Figures 6(c–e), which allows the
extraction of the object from interfering backgrounds.
Some misclassification of the background pixels in
the corner regions occurs for images in Figure 6(a),
(c) and (d). This is due to the fact that the image is
being thresholded with a global threshold. In these
images, the EKF tracked pixels which, although still
part of the foreground, had a relatively high grey level
intensity. This results in a higher valued threshold,
which will classify the darker background regions as
foreground. Correct classification is also obtained for
images having variable stroke widths, which shows
that the proposed algorithm is independent of stroke
width. This contrasts with other algorithms, where the
user is required to specify a window size that balances
the thin and thick stroke widths.

5 CONCLUSION

The proposed EKF binarization method has been
shown to yield good quality results that are compa-
rable to those obtained by existing methods. Further

work is being carried out in order to apply the algo-
rithm to local image regions, resulting in a number of
local thresholds rather than a single global threshold.
This will reduce the effect of global thresholding, thus
further improving the results obtained.

The proposed method offers a higher degree of au-
tomation than the other binarization techniques dis-
cussed since no user defined parameters are required.
This helps to improve the rapid prototyping process
of the sketched line drawing, which is the main, long
term objective of this work.
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Abstract: The current research activity on prostheses project at the Robotics Laboratory (Mechanics Department, 
Politecnico di Milano) is carried on in cooperation with Centro Protesi INAIL and STMicroelectronics. The 
team is both innovative and interesting, owing to the fact that it not only involves a range of specialists but 
also gives rise to interdisciplinary aspects. They are absolutely essential in project dealing with such 
complex issues. This Mechanic-Leg project, called Hermes, is an original solution in the field of prosthesis. 
Main aim of this research is the prototyping of a new kind of mechanical lower limb with an electronic 
control. The device, resorting to innovatory mechanical and electronic solutions, allows the controller to 
modify the type of step, passing from a slow to a fast walk, in an easy and intuitive way, taking care of 
patient’s requirements. The Hermes M-Leg cost is comparable to the actual commercial non electronic 
controlled artificial knees. The distinguishing features of Hermes M-Leg project are an higher awareness in 
innovative aspects related to medical/biological/engineering research. Then, a pervasive use of cutting-edge 
technology (electronics, IT, material-related technologies, etc.). The controller architecture is built upon a 
low memory processing features. The hard analysis and test activity help to model the algorithm for step 
control. The adaptive behaviour is mostly due to an effective experience in testing and software tuning in 
cooperation with patients and clinical staff. 

1 INTRODUCTION 

A prosthetic system, totally replacing a lost human 
body part (thereby ensuring the functionality of a 
specific physiological system), should act as a fully 
interconnected part which the person is able to 
interact with. The prosthesis designer takes into 
particular account the man-device interface. This is 
done to satisfy the patient-driven requirements and 
to project a suitable prosthesis. According to the 
assessment, the design concept play a major role in 
evaluating the prosthetic system. 

The prostheses technological evolution has 
begun in sixties. The availability of advanced 
technologies coming from the automotive and 
aerospace industry, allowed to develop more 
comfortable, resistant and light materials. The 
prosthesis weight limitation is mandatory to reduce 
the user tiring out and to allow a longer use during 
the day. In the 80s, new materials were introduced 

provided with similar mechanical resistance but 
lower density compared to previous ones. The 
miniaturization of components is actually funda-
mental in the design system; it allows to reduce the 
prosthesis overall weight. So that many global 
requirements have arisen from technology develop-
ment to user comfort. First, an electronic controlled 
prosthesis must give stability to the patient, support 
his/her weight and make his/her movements easy. 
Therefore, it is very important to minimize energy 
supplied by the patient and to fit a natural limb 
behaviour. Finally, the device should be adaptive 
and self learning.  

This paper is addressed to the methodology in 
device optimization from several points of view. The 
final release prototype developed mixes up design, 
mechanics and software issues due to long 
experience in prosthesis field. An accurate analysis 
is carried on about all design process, and it will be 
presented as well as a short description of produced 
device. 
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2 DESIGN METHOD  
OF THE M-LEG SYSTEM 

Accurate design of a lower limb prostheses requires 
analysis aimed at defining shapes, materials and 
usability. Analysis issues are related to general 
requirements coming from both experience and 
commitment outlines. One of the major goals in the 
research work is to design a prosthesis equipped 
with some device for storing energy. Then the 
system should also enable an amputee to perform 
almost the same type of (even complex) movements 
as those performed with a natural limb. Another 
objective of this project is the development of the 
mechanical structure strongly oriented to criteria of 
maximum reliability. So two criteria were identified 
for carrying on an effective design process: a 
functional and a structural criterion. When the 
design was in progress, however, a hard reduction in 
sizes was crucial. It aimed to reduce overall 
prosthesis weight and get the best compactness 
compared to requirements and constraints. On the 
other hand, the prosthesis must satisfy two different 
requirements about the de-ambulation. The first is 
stability in both static and dynamic conditions. Most 
geometries are drawn in relation to steady loads and 
robust load cycle response. The second requirement 
is related to specific leg and foot trajectory, so it 
requires a variable linkage. Naturally in the M-Leg 
prosthesis both requirements are satisfied within the 
same system. A prosthetic device for a thigh 
amputee must allow general de-ambulation 
conditions where each movement situation, i.e. 
walking, climbing stairs, sitting, running, shows 
different kinematical and dynamic characteristics. 
The prosthetic mechanism must be designed for 
flexible efficiency in all of them. In the prostheses 

design over the last few years two phenomena have 
come to light: 
 
• The exponential development of electronics 

applied to prostheses; 
•  The availability of wide range typology of devices 

- from those equipped with only a spring to those 
with hydraulic circuits. 

 
These two elements are closely connected; in fact, 
both are linked to the fast progress in electronics, to 
the consequent cost reduction, to increased 
processing and information storage performance 
and, most of all, to the increasing convergence of 
mechanics and electronics. They must be managed 
in an innovative way, encoding a methodology 
starting, for instance, from the design approach. 

The knowledge in creation processes, analysis 
methods and design procedures allows a team to use 
not only the most suitable technology but also a 
methodological approach for complex problems 
solving. This process involves different stages of 
iterated validation. Researchers and designers 
fundamental task lies in the ideas of 
“materialization” through effective methods, 
pursuing fast and competitive product for market. 
Even in research field, effective tools are to be 
developed in order to gain large yield in innovative 
applications. The decision to begin a new system in 
the high tech devices sector involves the undertaking 
of a process that is generally not only long and 
expensive in procedural terms but also in cognitive 
terms. The first step is the design phase. It includes 
an initial project plan involving: 

 
•  analysis of the available technologies even not 

immediately suitable for requirements to be 
accomplished; 

Figure 1: General design requirements. 
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•  selection of technological tools to be used; 
•  choice of materials and validation protocol; 
•  realization of prototypes; 
•  analysis of available clinical data, both tested with 

patient and from literature; 
•  assessment and reformulation of specifications; 
 
As a result, a structure of relationships among overall 
requirements leads towards project statements. This 
procedure may be codified and shared among the 
project team. Such procedure has been applied in last 
activity and final prototype production. In the next 
section it will be described the analysis methodologies 
transfer to project details and components. 

3 ACTUAL RELEASE  
OF ARTIFICIAL LIMB 
PROSTHESIS. FROM DESIGN 
METHOD TO COMPONENT 
DESIGN 

Long trained prototypes and improvement of skills 
in limb prosthesis development have drawn into 
final release of the artificial knee. This is due to a 

complete review of previous releases and to the 
fulfilling of special requirements in every detail. 
Conceptual scheme in Figure 2 depicts the 
relationships between project requirements, 
functional features of the device and related 
hardware components. The scheme helps the team to 
manage the design effort. The design action is 
particularly devoted to clinical and safety aspects. 
Moreover, from a technical point of view, the 
motion control involves the largest part of hardware 
components. Many efforts are given in 
accomplishing an artificial device behaviour as 
natural as possible. Both these high level 
requirements are interconnected in the software 
features for control. For this reason, the control  
coding represents the final largest activity. Many 
tests and control concepts are developed on the basis 
of measurements and sensors acquisition. In section 
4 it will be described the general architecture and the 
tests carried for that. Finally, another large efforts in 
developing the final release is due to sensor 
equipment. It has been enriched from the last release 
and many components have been re-engineered.  

Both safety and motion regulation are due to a 
brake system. Figure 3 depicts the global 
requirements, most of which are related to a robust 
and reliable braking system. The requirements 

Figure 2: Requirements and components relationships. 
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analysis in the scheme makes the general 
requirements of Figure 2 deeper. It shows the 
features of core components to develop or re-design. 
Design choices in the whole mechanical equipment 
are taken upon this analysis. The produced prototype 
works on combined active and resistive principles. 
The device is not designed to autonomously provide 
energy for walking. For this reason a constant force 
spring is used to store elastic energy, during hip 
backward flexion. This energy, coming from user 
stump, is given back to the artificial limb by the 
spring itself. The step regulation, during both the 
walking and other conditions, is due to a shoe brake 
action. It is mounted inside the artificial knee and 
provides reactive force and safety. Therefore the 
brake system represents the largest design effort 
from a mechanical point of view. In analysis 
scheme, the choices about the braking technology, 
the auxiliary mechanisms and the mounting structure 
are made on the basis of a well planned design 
process. 

The mechanical system is designed to be 
functional to control action. The control itself, 

however, is submitted to the same general 
requirements of Figure 1. In particular low power 
consumption, simplicity and low costs are the main 
features to achieve in software development. The 
electronic control must be reliable and effective 
using a limited amount of memory and processing 
performances. The design challenge is related to 
optimization of control action by the available 
hardware. For this reason the device is equipped 
with several sensors which supply information to 
recognize artificial limb dynamic. Finally, the design 
aspects are very important for the compactness of 
the device. It must be stand alone, reliable and safe. 
The design contribution is shown in hardware 
components definition, in the structure and shape of 
the device in order to let the user feel comfortable. 
The user must be supported and facilitate during all 
motion situations, allowing flexibility of movements 
and stability.  

As a result a very compact device is developed 
and tested. In order to fulfil many requirements, the 
electro-mechanical brake is used as regulation 
system. Moreover, it’s mounted onto the main knee 

Figure 3: Brake system requirements analysis. 
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joint with the housing of both sticking parts 
belonging to different rotating parts. Functional 
kinematical components are all mounted around the 
knee hinge, like the elastic spring around the knee 
joint axis. M-Leg is a semi-passive prosthesis 
because of partial potential energy accumulation. 
The particular shape of the spring makes it very easy 
to control. The overall compactness is evident from 
the electronic equipment above anything else. The 
micro-controller by STMicroelectronics allows data 
acquisition, signal conditioning and output 
generation; it is a very miniaturized equipment and 
provides the correct execution of the control 
algorithm. It must be pointed out that, under many 
aspects, the innovatory criteria applied along all the 
phases of the development are original in solutions, 
ever used before in none of the existing prosthesis. 

4 CONTROL STATEMENTS 
METHODOLOGY 

The control target lies in device adaptation to 
different dynamic conditions of user motion. The 

device must follow the behaviour of a natural leg 
and give a good mechanical response to user needs 
in equilibrium and mobility. It must do this in real 
time mode. Information coming from sensors input 
are very important to outline the current situation. 
The update of signal reading and output elaboration 
allow the artificial knee to supply the right action. 
The input channels are knee joint rotation, stress on 
lower leg structure and upper segment acceleration. 
The signals are provided by common strain gauges 
for compression and bending, and micromachined 
sensors for inertial parameters. The knee rotational 
speed is calculated by the rotation angle derivative. 
A calibration session has been done before using 
such signal. The kinematics of knee joint is single-
centre, i.e. it has only one centre of rotation, and an 
external reference is used to check the linearity of 
sensor response. This procedure is required because 
the potentiometer is not mounted directly on rotation 
axes, but its connected to displaced integral shaft. 

The software design comes after the acquisition 
session of the whole sensor equipment. This is 
necessary to find out the recursive patterns in step 
evolution and, in parallel, in signal records. The 

Figure 4: Final release. Design, compactness and test.
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pattern recognition phase is especially done for 
walking conditions. This is the case of major content 
in regulation statements. The walking shows 
periodicity of profile during the step cycle. But it’s 
marked by a large variability. This is added to noise 
and variability of input signals. As a result it 
happens to be very useful to have several sensor 
available for step condition clustering. It’s only by 
all signals comparison that the walking behaviour 
can be recognized. The preliminary phase for control 
algorithm design is to recognize periodical pattern at 
a reference conditions and to use the brake action 
without any regulation. (The fundamental feature of 
an electronic controlled device is the real time 
adaptation to different conditions). 

The walking pattern recognition is the result of 
an accurate analysis on the acquisition of final 
release device. The analysis is based upon the long 
trained experience in step recognition during the 
many years limb prosthesis development. That 
experience proves to be very useful now that the 
input signals for control are related to final device 
and very reliable. 

In this section the preliminary study of control 
logic is discussed. First the signal acquisition from 
sensor is described. The records are used to define 
the signal recurrent patterns. Pattern are the basis on 
which a real time recognition and regulation 
algorithm is able to work. Then a number of states 
are defined in order to cluster the recorded patterns. 
This phase is very important because it is the 
modelling approach for software architecture. The 
states definition allows to set the transitions between 
states and the pattern related to transitions. Then the 
control unit is turned on, but only for simple 
constant impulse. This working mode is used during 
explorative tests in order to map the relationship 
between step velocity, sensors information and 
braking effect. 

The motion analysis starts from walking. The 
framework for signal interpretation is the natural 
walking. the topics is well known and several studies 
have been done in Biomechanics in last decades. 
Many techniques let experts to measure biometric 
parameters, such as rotations, angles, segment 
position and so on. Literature data are very 
important in finding out related pattern in records 
from an artificial device. Such data set the walking 
cycle or step as the complete motion of both lower 
limbs between two following resting upon ground by 
the same foot. The step can be split into two main 
phases: the stance phase, when a foot is touching the 
ground and the body weight is diversely leaning on 
that foot, and the swing phase, when the same foot is 

lifted from the ground and flies straightforward. The 
stance starts from the heel rest. Then the foot sole 
rolls as long as the toe leaves the ground. In that 
moment the swing starts till the next heel ground 
touch. 

The whole cycle is made up of 60% of stance 
and 40% of swing. The symmetry and periodicity of 
walking may induce to give the same duration to 
both the phases, but for a small amount of cycle both 
the feet are resting on the ground. This is counted in 
stance. There are two short interval of simultaneous 
foot resting within the cycle, each counting the 10%. 
Both stance and swing phases can be divided into 
sub-phases. This is due to better understanding the 
step dynamic and recognizing it in signals records.  
The stance phase is formed by five sequences.  
 

1. initial contact: this is very critical in the 
step dynamic. The safety of standing on the 
artificial limb depends on this moment for 
the largest part. The firmness of the 
artificial limb must be comparable to 
natural one, both for safety and for self 
confidence in motion. 

2. first double touch (10% of walking cycle): 
the body weight is pushed forward lifting 
the rear foot heel and lowering the front 
foot toe. In this phase the weight is passing 
from a leg to the other and it can be easily 
detected by the stress on the device  
structure. 

3. half touch (20%): from the lifting of the 
rear foot toe to the lifting of the front foot 
heel. During this phase the rear foot passes 
the front one. The weight rests on a single 
limb. 

4. final touch (20%): starts from the resting 
foot heel lifting and goes up to the finish of 
the other limb swing phase. This is a very 
complex and slight movement to detect. 
The touching limb shows a flexion and a 
waving pattern affected by large variability. 

5. second double touch (10%): inverted 
compared to the first. 

 
The swing phase is formed by three sequences: 
 

1. swing start (10%): starts from the lifting of 
foot toe. The limb gets a backward 
acceleration. 

2. half swing (15%): the knee flexion 
reaches the maximum extension. The sub-
phase ends at the touching heel lifting. 
It’s hard to recognize because of the large 
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variability of simultaneous values of data 
related to maximum extension and heel 
lifting. 

3. end of swing (15%): starts from the 
touching heel lifting till the flying heel 
touching. The limb decelerates in order to 
prepare the following ground touch. 

 
The sensors signal records are analyzed in com-
parison with the natural walking cycle definition. 
This is useful for modelling the step behaviour and 
building the software architecture. In real time 
control is not so important to recognize and define 
the whole set of sub-phases.  

But there are some critical transitions that must 
be detected and accomplished. In particular, it’s 
necessary to react to the swing end before the 
ground contact, the flexion-extension of flying limb 
and the whole weight resting upon only one limb for 
stability. The signal used to detect the limb 
behaviour are the rotation angle, its derivative, a 

mixed signal coming from an arrangement of 
compression and bending signals. These signals are 
given by a double Wheatstone bridge. 

First, such signal are acquired in a test session 
with the brake system turned off. The black lines in 
Figure 5 mark the limits of each walking cycle. The 
red ones mark the stance and swing phases. The 
rotation angle is reported in indirect degrees size. 
This is due to the potentiometer return shaft. The 
relationship between the knee rotation and the 
potentiometer shaft angle has an amplifying factor 
due to the different diameters of return mechanism. 
The calibration set up guarantee the linear ratio 
between knee rotation and potentiometer angle. The 
mixed signal size is reported in percentage of 
weight. The signal gets the contribution of two types 
of stress signal, so the size is not directly related to 
an absolute value. The signal used for first analysis 
are collected from a standard step succession. The 
user is invited to walk as naturally as usual trying to 
keep the speed constant. The resulting signals are 

Figure 5: Acquired signals from sensors equipment.
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averaged among several walking acquisition on the 
basis of a predetermined reference point. The output 
pattern are very regular and predictable of standard 
pattern. 

The rotation signal shows the typical pattern, no 
hyperextension is supposed to be detected and the 
knee flexion happens to be short compared to step 
cycle. This is due to the reduction of swing per-
centage in prosthesis users. The flying phase of the 
artificial limb is faster than the natural one. 

One of the objective in device control is to allow 
the user walk as much naturally as possible. This 
means to arrange the symmetry of walking cycle 
between both the limbs. The zero axes crossing in 
velocity, related to changing versus of rotation 
belongs to a narrow distribution, and the average 
value of maximum knee angle recorded is 45°. It’s 
smaller than natural value because of the shorter 
duration of knee flexion. The lower leg has not 
enough time to accelerate and reach larger values. 
The region of rotation related to maximum extension 
is one of the most interesting in regulation of 
rotation range. The reason lies in complete absence 
of direct control by the user. The user has non 
chance to control the artificial limb backward 
flexion. This is over the impulsive energy give to the 
hip at the start of swing phase. 

The mixed signal is very useful to evaluate the 
swing-stance transition and the stance sub-phases. 
The mean non-scaled value is related to absence of 
weight. It corresponds to swing phase when the 

rotation is active and for a while after the complete 
knee extension just before touching the ground. 
After the heel touches the ground an increase in 
signal due to compression stress is gathered. The 
peak is short and not marked because of the step 
velocity. The body weight, in fact, is thrown 
straightforward passing the vertical axis of the 
device. In this way the torque due to bending 
changes sign and decreasing the value below the 
mean. The absolute value is larger the compression 
phase one because of the longer leverage for torque 
and the duration of rolling on the foot sole. In the 
final release the two contribution are separately 
evaluated.  

From this first analysis two main output are 
available: the states definition and the transition 
average values. These issues are fundamental in 
setting the architecture model for control software 
and in software requirements statements. These 
features are related to transitions, so the braking 
action coming from control regulation must fulfil the 
needs of the user shown through the signal record. 
From the detected pattern it can be assumed: 
 

1. a brake action is required between swing 
and stance in order to guarantee the safety 
and stability in touching the ground. The 
brake must be on as long as the weight is 
passed across the vertical axis. 

2. the velocity at the end of swing phase drops 
very quickly. This is due to initial 

Figure 6: Acquisition tests at constant 
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acceleration in forward rotation due to 
spring elastic force and the mechanical 
block at the complete extension, 0°. This 
provokes a stroke to the device transmitted 
to the socket and, finally, to the hip and the 
backbone of the user. The return rotation 
must be decelerated before the end of its 
range. 

3. other requirements could be revealed by a 
finer analysis of device behaviour with the 
brake turned on. An important feed back is 
given by the user, pointing some features 
he may be consider useful or comfortable. 

 
These requirements come from pattern first analysis 
and must be added to general ones dealing with 
emergency management, safe standing upon the 
device with the whole or partial body weight, 
different motion situations. In particular sitting down 
and climbing stairs are test routine run in order to 
achieve typical data. The methodology is the same 
about different shaped patterns.  

The control model is thought to be implemented 
through a Finite State Machine (FSM). It’s a 
traditional tool to describe formal requirements and 
relationships between defined states. It’s not the 
control algorithm structure but the ideal framework 
of transition management. Such tool is quite 
powerful in setting states and transitions, is fit for 
limited amount of memory of processor and can be 
managed by several people inside the 
multidisciplinary team. A first prototype of FSM is 

implemented to turn on the brake system in detected 
and required points. The initial rules are based only 
on pattern analysis. This feature allows the tester to 
run some experiments for mapping the dynamic 
relationship between braking and step conditions.  

Test regulation in control logic is assigned to 
fixed velocity/braking position ratio. It’s obviously a 
simplification because this ratio changes during the 
walking. But for in lab test on leg simulator this is 
very useful. It helps to check the right brake 
activation due to sensor record and software 
regulation. The dynamic step regulation must adapt 
the braking action to the velocity and rotation angle. 
The dynamics of brake achieve effective resistive 
torque as a function of velocity, angle and time 
delay in impulse transmission. The larger the 
velocity, the larger must be the angle of activation 
or, in other words, the advance in getting the speed 
reduction. This set of relationships must be fitted 
among an empirical data setting and collection. The 
experiments take the first step towards the adaptive 
control required to electronic controlled prosthesis. 
They are carried by a specific tool of calibration and 
tuning described below. It’s used to change 
regulation parameters both for initial test and for 
customization of stand alone final release. For such 
reasons a Calibration and customization tool has 
been developed. 

Initial setting must be run before using the 
device. The controller sets internal parameters on the 
basis of user features. The main quantity to measure 
is the user weight. As usual procedure, the user 

Figure 7: Tuning, setting and customization tool. 
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stands on the device for a while. The device records 
a large amount of values of stress on its structure. 
The duration of record may last from six to twenty 
seconds. This allows the user to feel free to stand in 
natural way. In such way the weight distribution on 
both legs, the natural one and the artificial one, has 
the chance to vary in a wide range of usual 
conditions. 

The setting tool has been developed for fine 
tuning the recorded parameters. The operator can set 
thresholds or constants related to step regulation. 
The fine tuning of thresholds is not so usual because 
of the initial auto-setting procedure. It’s very useful 
to change comparison values inside control software. 
This is done to check particular features of device 
behaviour. For instance, several tests were run for 
understanding the right shape of velocity table curve 
during the software development. The user was 
forced to experience the same brake activation 
response for the whole  walk. In that way the step 
time and step percentage profile were forced to be 
tightly constant. The user was so forced to walk at 
fixed velocity. The user was helped in do this by 
walking on a tapis roulant so that he could slightly 
feel the unnatural step regulation. The amount of 
tests was collected varying walking velocity and 
brake activation position. 

5 CONCLUSIONS 

A final prosthesis prototype is the result of a long 
design process. Experience and skills are supported 
now by coded methodologies and analysis tool. This 
process starts from a design approach leading 
towards details optimization. It’s important to 
underline the methodology contribution to several 
re-engineering stages. By means of final release a 
large development in direct signal acquisition and 
testing became possible. The proposed methodology 
for step analysis was done with the constant help and 
experience supply of patients and INAIL staff. The 
presented methodology is basic for the further FSM 
development with self-learning and adaptive 
features. 
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Abstract: Autonomous Underwater Vehicles (AUV) represent a challenging control problem with complex, noisy, 
dynamics. Nowadays, not only the continuous scientific advances in underwater robotics but the increasing 
number of sub sea missions and its complexity ask for an automatization of submarine processes. This paper 
proposes a high-level control system for solving the action selection problem of an autonomous robot. The 
system is characterized by the use of Reinforcement Learning Direct Policy Search methods (RLDPS) for 
learning the internal state/action mapping of some behaviors. We demonstrate its feasibility with simulated 
experiments using the model of our underwater robot URIS in a target following task. 

1 INTRODUCTION 

A commonly used methodology in robot learning is 
Reinforcement Learning (RL) (Sutton and Barto, 
1998). In RL, an agent tries to maximize a scalar 
evaluation (reward or punishment) obtained as a 
result of its interaction with the environment. The 
goal of a RL system is to find an optimal policy 
which maps the state of the environment to an action 
which in turn will maximize the accumulated future 
rewards. Most RL techniques are based on Finite 
Markov Decision Processes (FMDP) causing finite 
state and action spaces. The main advantage of RL is 
that it does not use any knowledge database, so the 
learner is not told what to do as occurs in most forms 
of machine learning, but instead must discover 
actions yield the most reward by trying them. 
Therefore, this class of learning is suitable for online 
robot learning. The main disadvantages are a long 
convergence time and the lack of generalization 
among continuous variables. 

In order to solve such problems, most of RL 
applications require the use of generalizing function 
approximators such artificial neural-networks 
(ANNs), instance-based methods or decision-trees. 
As a result, many RL-based control systems have 
been applied to robotics over the past decade. In 
(Smart and Kaelbling, 2000), an instance-based 
learning algorithm was applied to a real robot in a 
corridor-following task. For the same task, in 

(Hernandez and Mahadevan, 2000) a hierarchical 
memory-based RL was proposed. 

The dominant approach has been the value-
function approach, and although it has demonstrated 
to work well in many applications, it has several 
limitations, too. Function approximator methods in 
“value-only” RL algorithms may present convergence 
problems, if the state-space is not completely obser-
vable (POMDP), small changes in the value function 
can cause big changes in the policy (Bertsekas and 
Tsitsiklis, 1996).  

Over the past few years, studies have shown that 
approximating directly a policy can be easier than 
working with value functions, and better results can be 
obtained (Sutton et al., 2000) (Anderson, 2000). 
Instead of approximating a value function, new 
methodologies approximate a policy using an indepen-
dent function approximator with its own parameters, 
trying to maximize the expected reward. Examples of 
direct policy methods are the REINFORCE algorithm 
(Williams, 1992), the direct-gradient algorithm 
(Baxter and Bartlett, 2000) and certain variants of 
the actor-critic framework (Konda and Tsitsiklis, 
2003). Some direct policy search methodologies 
have achieved good practical results. Applications to 
autonomous helicopter flight (Bagnell and 
Schneider, 2001), optimization of robot locomotion 
movements (Kohl and Stone, 2004) and robot 
weightlifting task (Rosenstein and Barto, 2001) are 
some examples. 
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The advantages of policy methods against value-
function based methods are various. The main 
advantage is that using a function approximator to 
represent the policy directly solves the generalization 
problem. A problem for which the policy is easier to 
represent should be solved using policy algorithms 
(Anderson, 2000). Working this way should represent 
a decrease in the computational complexity and, for 
learning control systems which operate in the physical 
world, the reduction in time-consuming would be 
notorious. Furthermore, learning systems should be 
designed to explicitly account for the resulting 
violations of the Markov property. Studies have shown 
that stochastic policy-only methods can obtain better 
results when working in POMDP than those ones 
obtained with deterministic value-function methods 
(Singh et al., 1994). On the other hand, as dis-
advantage, policy gradient estimators used in these 
algorithms may have large variance, so these methods 
learn much more slower than RL algorithms using a 
value function  (Marbach and Tsitsiklis, 2000) (Sutton 
et al., 2000) (Konda and Tsitsiklis, 2003) and they can 
converge to local optima of the expected reward 
(Meuleau et al., 2001). 

In this paper we propose an on-line direct policy 
search algorithm based on Baxter and Bartlett’s 
direct-gradient algorithm OLPOMDP (Baxter and 
Bartlett, 1999) applied to a real learning control 
system in which a simulated model of the AUV 
URIS (Ridao et al., 2004) navigates a two-
dimensional world. The policy is represented by a 
neural network whose input is a representation of the 
state, whose output is action selection probabilities, 
and whose weights are the policy parameters. The 
proposed method is based on a stochastic gradient 
descent with respect to the policy parameter space, it 
does not need a model of the environment to be 
given and it is incremental, requiring only a constant 
amount of computation step. The objective of the 
agent is to compute a stochastic policy (Singh et al., 
1994), which assigns a probability over each action. 
Results obtained in simulation show the viability of 
the algorithm in a real-time system. 

The structure of the paper is as follows. In 
section II the direct-policy search algorithm is 
detailed. In section III a description of all the 
elements that affect our problem (the world, the 
robot and the controller) are commented. The simu-
lated experiment description and the results obtained 
are included in section IV and finally, some con-
clusions and further work are included in section V. 

2 THE RLDPS ALGORITHM 

A partially observable Markov decision process 
(POMDP) consists of a state space S, an observation 
space Y and a control space U. For each state 
i S∈ there is a deterministic reward r(i). As 
mentioned before, the algorithm applied is designed to 
work on-line so at every time step, the learner (our 
vehicle) will be given an observation of the state and, 
according to the policy followed at that moment, it will 
generate a control action. As a result, the learner will be 
driven to another state and will receive a reward 
associated to this new state. This reward will allow us to 
update the controller’s parameters that define the policy 
followed at every iteration, resulting in a final policy 
considered to be optimal or closer to optimal. The 
algorithm procedure is summarized in Table 1.  
 
Table 1: Algorithm: Baxter & Bartlett’s OLPOMDP. 
 
1: Given: 

 
2: Set z0 = 0 ( z0

K∈ ) 
 
3: for t = 0 to T do 
4:    Observe state yt 
5:    Generate control action ut according to current policy      

( , )tyμ θ  

6:    Observe the reward obtained r(it+1) 
 
7:
 
 
8:
 
9: end for 
 

The algorithm works as follows: having initialized 
the parameters vector 0θ , the initial state i0 and the 
gradient 0 0z = , the learning procedure will be 
iterated T  times. At every iteration, the parameters 
gradient tz will be updated.  According to the immedi-
ate reward received 1( )tr i + , the new gradient vector 

1tz + and a fixed learning paramenterα , the new para-
menter vector 1tθ + can be calculated. The current 
policy tμ is directly modified by the new parameters 
becoming a new policy 1tμ + that will be followed next 
iteration, getting closer, as t T→  to a final 
policy Tμ that represents a correct solution of the 
problem. 

1

( , )
( , )
t

t

u t
t t

u t

y
z z

y
μ θ

β
μ θ+

∇
= +

1 1 1( )t t t tr i zθ θ α+ + += +

• 0T >   
• Initial parameter values 

0
Kθ ∈  

• Arbitrary starting state i0 
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In order to clarify the steps taken, the next lines 
will relate the update parameter procedure of the 
algorithm closely. The controller uses a neural 
network as a function approximator that generates a 
stochastic policy. Its weights are the policy 
parameters that are updated on-line every time step. 
The accuracy of the approximation is controlled by 
the parameter [0,1)β ∈ .  

The first step in the weight update procedure is 
to compute the ratio: 
 

 ( , )
( , )
t

t

u t

u t

y
y

μ θ
μ θ
∇  (1) 

 
for every weight of the network. In AANs like the 
one used in the algorithm the expression defined in 
step 7 of Table 1 can be rewritten as: 
 
 1t t t tz z yβ δ+ = +  (2) 
 
At any step time t, the term tz represents the esti-
mated gradient of the reinforcement sum with 
respect to the network’s layer weights. In addition, 

tδ refers to the local gradient associated to a single 
neuron of the ANN and it is multiplied by the input 
to that neuron ty . In order to compute these 
gradients, we evaluate the soft-max distribution for 
each possible future state exponentiating the real-
valued ANN outputs { }1,..., no o being n the number 
of neurons of the output layer (Aberdeen, 2003).  
 

 
Figure 1: Schema of the ANN architecture used. 

 
After applying the soft-max function, the outputs 

of the neural network give a weighting, (0,1)jξ ∈  to 
each of the vehicle’s thrust combinations. Finally, 
the probability of the ith thrust combination is then 
given by: 
 

1

exp( )Pr
exp( )

i
i n

z
z

o

o
=

=

∑
 (3) 

Actions have been labeled with the associated thrust 
combination, and they are chosen at random from 
this probability distribution.  

Once we have computed the output distribution 
over the possible control actions, next step is to 
calculate the gradient for the action chosen by 
applying the chain rule; the whole expression is 
implemented similarly to error back propagation 
(Haykin, 1999). Before computing the gradient, the 
error on the neurons of the output layer must be 
calculated.  This error is given by expression (4). 
 
 Prj j je d= −  (4) 
 
The desired output jd will be equal to 1 if the action 
selected was jo  and 0 otherwise (see Figure 2). 
 

 
Figure 2: Soft-Max error computation for every output. 

 
With the soft-max output error calculation 

completed, next phase consists in computing the 
gradient at the output of the ANN and back propagate 
it to the rest of the neurons of the hidden layers. For a 
local neuron j located in the output layer we may 
express the local gradient for neuron j as:   

 
 '· ( )o

j j j je oδ ϕ=  (5) 
 
Where 

je  is the soft-max error at the output of 
neuron j, ' ( )j joϕ  corresponds to the derivative of the 
activation function associated with that neuron and 

jo  is the function signal at the output for that 
neuron. So we do not back propagate the gradient of 
an error measure, but instead we back propagate the 
soft-max gradient of this error. Therefore, for a 
neuron j located in a hidden layer the local gradient 
is defined as follows: 
 
 ' ( )h

j j j k kj
k

o wδ ϕ δ= ∑  (6)   
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When computing the gradient of a hidden-layer 
neuron, the previously obtained gradient of the 
following layers must be back propagated. In (6) the 
term ' ( )j joϕ represents de derivative of the 
activation function associated to that neuron, jo  is 
the function signal at the output for that neuron and 
finally the summation term includes the different 
gradients of the following neurons back propagated 
by multiplying each gradient to its corresponding 
weighting (see Figure 3).  

 
Figure 3: Gradient computation for a hidden-layer neuron. 
 

Having all local gradients of the all neurons 
calculated, the expression in (2) can be obtained and 
finally, the old parameters are updated following the 
expression: 
 
 1 1 1( )t t t tr i zθ θ γ+ + += +  (7) 
 
The vector of parameters tθ represents the network 
weights to be updated, 1( )tr i + is the reward given to 
the learner at every time step, 1tz +  describes the 
estimated gradients mentioned before and at last we 
have γ  as the learning rate of the RLDPS algorithm.  

3 CASE TO STUDY: TARGET 
FOLLOWING 

The following lines are going to describe the different 
elements that take place in our problem.  First, the 
simulated world will be detailed, in a second place we 
will present the underwater vehicle URIS and its 
model used in our simulation. At last, a description of 
the neural-network controller is presented.  

3.1 The World  

As mentioned before, the problem deals with the 
simulated model of the AUV URIS navigating a 

two-dimensional world constrained in a plane region 
without boundaries. The vehicle can be controlled in 
two degrees of freedom (DOFs), surge (X 
movement) and yaw (rotation respect z-axis) by 
applying 4 different control actions: a force in either 
the positive or negative surge direction, and another 
force in either the positive or negative yaw rotation. 
The simulated robot was given a reward of 0 if the 
vehicle reaches the objective position (if the robot 
enters inside a circle of 1 unit radius, the target is 
considered reached) and a reward equal to -1 in all 
other states. To encourage the controller to learn to 
navigate the robot to the target independently of the 
starting state, the AUV position was reset every 50 
(simulated) seconds to a random location in x and y 
between [-20, 20], and at the same time target 
position was set to a random location within the 
same boundaries. The sample time is set to 0.1 
seconds.  

3.2 URIS AUV Description  

The Autonomous Underwater Vehicle URIS (Figure 
4) is an experimental robot developed at the 
University of Girona with the aim of building a small-
sized UUV. The hull is composed of a stainless steel 
sphere with a diameter of 350mm, designed to 
withstand pressures of 4 atmospheres (30m. depth).  
 

 
Figure 4: (Left) URIS in experimental test. (Right) Robot 
reference frame. 

 
The experiments carried out use the mathematical 

model of URIS computed by means of parameter 
identification methods (Ridao et al., 2004). The 
whole model has been adapted to the problem so the 
hydrodinamic equation of motion of an underwater 
vehicle with 6 DOFs (Fossen, 1994) )has been 
uncoupled and reduced to modellate a robot with 
two DOFs. Let us consider the dynamic equation for 
the surge and yaw DOFs: 

 
  

(8) 
 
 

 

· · · ·

| | | |
· ·( ) ( ) ( ) ( )

pu uu

u u u u

XXX u
u

u um X m X m X m X
τ

γ α β δ

= − − +
− − − −
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 (9) 
 

 
 
Then, due to identification procedure (Ridao et al., 
2004), expressions in (8) and (9) can be rewritten as 
follows: 
 
 x x x x x x x x xv v v vα β γ τ δ

•

= + + +  (10) 
 
 v v v vψ ψ ψ ψ ψ ψ ψ ψ ψα β γ τ δ

•

= + + +  (11) 
 
Where xv and vψ represent de acceleration in both 
surge and yaw DOFs, xv is the linear velocity in 
surge and vψ is the angular velocity in yaw DOF. 
The force and torque excerted by the thrusters in 
both DOFs are indicated as xτ and ψτ . The model 
parameters for both DOFs are stated as follows: 
α andβ coeficients refer to the linear and the 
quadratic damping forces, γ represent a mass 
coeficient and the bias term is introduced byδ . The 
identified parameters values of the model are 
indicated in Table 2. 

 
Table 2: URIS Model Parameters for Surge and Yaw. 

 α  β  γ  δ  

Units 
  

 
 

Surge 
 
Yaw 

-0.3222 
 
1.2426 

0 
 
0 

0.0184 
 
0.5173 

0.0012 
-0.050 

3.3 The Controller  

A one-hidden-layer neural-network with 4 input 
nodes, 3 hidden nodes and 4 output nodes has been 
used to generate a stochastic policy.  One of the 
inputs corresponds to the distance between the 
vehicle and the target location, another one 
represents the yaw difference between the vehicle’s 
current heading and the desired heading to reach the 
objective position.  The other two inputs represent 
the derivatives of the distance and yaw difference at 
the current time-step. Each hidden and output layer 
has the usual additional bias term. The activation 
function used for the neurons of the hidden layer is 
the hyperbolic tangent type (12, Figure 5), while the 
output layer nodes are linear. The four output 
neurons have been exponentiated and normalized as 

explained in section 2 to produce a probability 
distribution. Control actions are selected at random 
from this distribution. 
 

 sinh( )tanh( )
cosh( )

zz
z

=  (12) 

 
Figure 5: The hyperbolic tangent function. 

4 SIMULATED RESULTS 

The controller was trained, as commmented in 
section 3, in an episodic task. Robot and target 
positions are reseted every 50 seconds so the total 
amount of reward per episode percieved varies 
depending on the episode. Even though the results 
presented have been obtained as explained in section 
3, in order to clarify the graphical results of time 
convergence of the algorithm, for the plots below 
some constrains have been applied to the simulator: 
Target initial position is fixed to (0,0) and robot 
initial location has been set to four random locations, 

20x = ± and 20y = ± , therefore, the total amount 
per episode when converged to minima will be the 
same. 

The number of episodes to be done has been set 
to 100.000. For every episode, the total amount of 
reward percieved is calculated. Figure 6 represents 
the performance of the neural-network vehicle 
controller as a function of the number of episodes, 
when trained using OLPOMDP. The episodes have 
been averaged over bins of 50 episodes. The 
experiment has been repeated in 100 independent 
runs, and the results presented are a mean over these 
runs. 

The simulated experiments have been repeated 
and compared for different values of α and β .  

· · · ·

| | | |
· ·( ) ( ) ( ) ( )
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Figure 6: Performance of the neural-network puck 
controller as a function of the number of episodes. 
Performance estimates were generated by simulating 
100.000 episodes, and averaging them over bins of 50 
episodes. Process repeated in 100 independent runs. The 
results are a mean of these runs. Fixed 0.000001α = , for 
different values of 0.999β = , 0.99β =  and 0.97β = . 
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Figure 7: Performance of the neural-network puck 
controller as a function of the number of episodes. 
Performance estimates were generatedby simulating 
100.000 episodes, and averaging them over bins of 50 
episodes. Process repeated in 100 independent runs. The 
results are a mean of these runs. Fixed 0.00001α = , for 
different values of 0.999β = , 0.99β =  and 0.97β = . 
 

 
 
 

For 0.0001α = :  
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Figure 8: Performance of the neural-network puck 
controller as a function of the number of episodes. 
Performance estimates were generatedby simulating 
100.000 episodes, and averaging them over bins of 50 
episodes. Process repeated in 100 independent runs. The 
results are a mean of these runs. Fixed 0.0001α = , for 
different values of 0.999β = , 0.99β =  and 0.97β = . 
 

As it can bee apreciated in the figure above (see 
Figure 7), the optimal performance (within the neu-
ral network controller used here) is around -100 for 
this simulated problem, due to the fact that the puck 
and target locations are reset every 50 seconds and 
for this reason the vehicle must be away from target 
a fraction of the time. The best results are obtained 
when 0.00001α = and 0.999β = , see Figure 7.  

Figure 9 represents the behavior of the trained 
robot controller.  For the purpose of the illustration, 
only target location has been reseted to random 
location, not the robot location. 
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Figure 9: Behavior of a trained robot controller, results of 
target following task asfter learning period is completed. 
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5 CONCLUSIONS 

An on-line direct policy search algorithm for AUV 
control based on Baxter and Bartlett’s direct-
gradient algorithm OLPOMDP has been proposed. 
The method has been applied to a real learning 
control system in which a simulated model of the 
AUV URIS navigates a two-dimensional world in a 
target following task. The policy is represented by a 
neural network whose input is a representation of the 
state, whose output is action selection probabilities, 
and whose weights are the policy parameters. The 
objective of the agent was to compute a stochastic 
policy, which assigns a probability over each of the 
four possible control actions. 

Results obtained confirm some of the ideas 
presented in Section 1. The algorithm is easier to 
implement compared with other RL methodologies 
like value function algorithms and it represents a 
considerable reduction of the computational time of 
the algorithm. On the other side, simulated results 
show a poor speed of convergence towards minimal 
solution. 

In order to validate the performance of the method 
proposed, future experiments are centered on 
obtaining empirical results: the algorithm must be 
tested on real URIS in a real environment. Previous 
investigations carried on in our laboratory with RL 
value functions methods with the same prototype 
URIS (Carreras et al., 2003) will allow us to compare 
both results. At the same time, the work is focused in 
the development of a methodology to decrease the 
convergence time of the RLDPS algorithm. 
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PERFORMANCE ANALYSIS OF TIMED EVENT GRAPHS WITH
MULTIPLIERS USING (Min, +) ALGEBRA
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Keywords: Timed event graphs with multipliers, (min,+) algebra, linearization, cycle time.

Abstract: We are interested in the performance evaluation of timed event graphs with multipliers. The dynamical equa-
tion modelling such graphs are nonlinear in (min,+) algebra. This nonlinearity is due to multipliers and pre-
vents from applying usual performance analysis results. As an alternative, we propose a linearization method
in (min,+) algebra of timed event graphs with multipliers. From the obtained linear model, we deduce the
cycle time of these graphs. Lower and upper linear approximated models are proposed when linearization
condition is not satisfied.

1 INTRODUCTION

Timed event graphs (TEG’s) are well adapted to
model synchronization phenomena occuring in dis-
crete event systems (Murata, 1989). Their behav-
ior can be modelled by recurrent linear equations in
(min, +) algebra (Baccelli et al., 1992). When the size
of the model becomes very significant, techniques of
analysis developed for these graphs reach their limits.
A possible alternative consists in using timed event
graphs with multipliers, denoted TEGM’s. Indeed,
the use of multipliers associated with arcs is natu-
ral to model a large number of systems, for example,
when the achievement of a specific task requires sev-
eral units of a same resource, or when an assembly
operation requires several units of a same part.

To our knowledge, few works deal with the per-
formance analysis of TEGM’s. In fact, in the most
of works the proposed solution is to transform the
TEGM into an ordinary TEG, which allows the use
of well-known methods of performances analysis.

In (Munier, 1993) the initial TEGM is the object
of an operation of expansion. Unfortunately, this
expansion can lead to a model of significant size,
which does not depend only on the initial structure
of the TEGM, but also on initial marking. With
this method, the system transformation proposed un-
der single server semantics hypothesis, or in (Naka-
mura and Silva, 1999) under infinite server semantics

hypothesis, leads to a TEG with |θ| transitions (|θ| is
the 1-norm of the elementary T-semiflow of the cor-
responding TEGM).

Another linearization method was proposed in
(Trouillet et al., 2002) when each elementary circuit
of graph contains at least one normalized transition
(i.e., a transition for which its corresponding elemen-
tary T-semiflow component is equal to one). This
method increases the number of transitions. Inspired
by this work, a linearization method without increas-
ing the number of transition was proposed in (Hamaci
et al., 2004).

A calculation method of cycle time of a TEGM is
proposed in (Chao et al., 1993) but under restrictive
conditions on initial marking.

The weights on the arcs of a TEGM are nonlinearly
modelled in (min, +) algebra. Based on works given in
(Cohen et al., 1998), we propose a new method of lin-
earization without increasing the number of transition
from the graph. The obtained (min, +) linear model
allows to evaluate the performance of these graphs.
According to initial marking, these performances are
evaluated in an exact or approached way.

This article is organized as follows. Some con-
cepts on TEGM’s and their functioning are recalled
in Section 2. The method of linearization is presented
in Section 3. From the equivalent, or approached,
TEG of a TEGM, we deduce the cycle time in the
Section 4.
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2 RECURRENT EQUATIONS
OF TEGM’s

We assume that the reader is familiar with the struc-
ture, firing rules, and basic properties of Petri nets, see
(Murata, 1989) for more details.

Consider a Petri net defined as a valued bipartite
graph given by a five-tuple (P, T,M,m, τ) in which:

• P and T represent the finite set of places, and tran-
sitions respectively;

• A multiplier M is associated with each arc. Given
q ∈ T and p ∈ P, the multiplier Mpq (respectively,
Mqp) specifies the weight (in N) of the arc from
transition q to place p (respectively, from place p to
transition q). A zero value for M codes an absence
of arc;

• With each place are associated an initial marking
(mp assigns an initial number of tokens (in N) in
place P) and a holding time (τp gives the minimal
time (in N) a token must spend in place p before
it can contribute to the enabling of its downstream
transitions).

We denote by •q (resp., q•) the set of places up-
stream (resp., downstream) transition q. Similarly, •p
(resp., p•) denotes the set of transitions upstream
(resp., downstream) place p.

An event graph is a Petri net whose each place has
exactly one upstream and one downstream transition.

We denote W the incidence matrix of a Petri net.
A vector θ ∈ N

T such that θ �= 0 and Wθ = 0 is
a T-semiflow. A T-semiflow θ has a minimal support
iff there exists no other T-semiflow, θ′, such that {q ∈
T | θ′(q) > 0} ⊂ {q ∈ T | θ(q) > 0}.

A vector Y ∈ N
P such that Y �= 0 et Y tW = 0 is

a P-semiflow.
In the rest of the paper we assume that TEGM’s

are consistent (i.e., there exists a T-semiflow θ cover-
ing all transitions : ‖θ‖ = T ) and are conservative
(i.e., there exists a P-semiflow Y covering all places:
‖Y ‖ = P ).

Remark 1 We disregard without loss of generality
firing times associated with transitions of a TEG be-
cause they can always be transformed into holding
times on places (Baccelli et al., 1992, §2.5).

With each transition q is associated a counter vari-
able, denoted nq : nq is an increasing map from R to
Z ∪ {+∞}, t �→ nq(t) which denotes the cumulated
number of firings of transition q up to time t.

In the following, we assume that counter variables
satisfy the earliest firing rule, i.e., a transition q fires
as soon as all its upstream places {p ∈ •q} con-
tain enough tokens (Mqp) having spent at least τp
units of time in place p. When the transition q fires,
it consumes Mqp tokens in each upstream place p

and produces Mp′q tokens in each downstream place
p′ ∈ q•.
Assertion 1 The counter variable nq of a TEGM (un-
der the earliest firing rule) satisfies the following tran-
sition to transition equation:

nq(t) = min
p∈•q, q′∈•p


M−1
qp (mp +Mpq′nq′(t− τp))�.

(1)

Let us note the presence of inferior integer part to
preserve integrity of Eq. (1). In general, a transition
q may have several upstream transitions ({q′ ∈ ••q})
which implies that its associated counter variable is
given by the min of transition to transition equations
obtained for each upstream transition.

Example 1
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Figure 1: A TEGM.

The counter variables associated with transitions of
TEGM depicted in the Figure 1 satisfy the next sys-
tem equations:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n1(t) = 
 6+2n3(t−1)

3 �,
n2(t) = min(
 3n1(t−2)

2 �, 3 + 3n4(t− 3)),
n3(t) = n2(t− 1),
n4(t) = 
n3(t−1)

3 �.

In the case of ordinary TEG’s, the transition to
transition equation given in Eq. (1) becomes:

xq(t) = min
p∈•q, q′∈•p

(mp + xq′(t− τp)). (2)

This equation is linear in the algebraic structure
called (min, +) algebra. This structure, denoted Zmin,
is defined as the set Z∪{+∞}, equipped with the min
as additive law (denoted ⊕) and with the usual addi-
tion as multiplicative law (denoted ⊗). The neutral
element of the law ⊕ (resp., ⊗) is denoted ε = +∞
(resp., e = 0). More generally, the (min, +) algebra is
a dioid (Baccelli et al., 1992).

A dioid (D,⊕,⊗) is a semiring in which ⊕ is idem-
potent (∀a, a⊕a = a). Neutral elements of ⊕ and ⊗
are denoted ε and e respectively.
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From the Eq.(2) obtained for each transition, one
can express a TEG as the following recursive matrix
equation:

x(t) = A⊗ x(t− 1), (3)
whereA is a square matrix with coefficient in Zmin,

and x(t) is the vector of the counter variables associ-
ated with transitions of the graph. See (Baccelli et al.,
1992) for more details on the representation of TEG’s
in the dioid Zmin.

3 LINEARIZATION OF TEGM’S

A TEGM is linearizable if there exists a change of
variable nq(t) = θqxq(t) such that xq(t) satisfies a
(min,+) linear recurrent equation knowing that:

• nq(t) is the counter associated with transition q of
TEGM,

• θq is the component of T-semiflow associated with
transition q (θq ∈ N

∗).
Proposition 1 A TEGM is linearizable if

∀q ∈ T, ∀p ∈• q, 
 mp

Mqp
� ∈ θqN. (4)

Proof: According to assertion (1), we have for each
transition q of a TEGM:
nq(t) = min

p∈•q, q′∈•p

M−1

qp (mp+Mpq′nq′(t−τp))�.
Using the change of variable nq(t) = θqxq(t), and

by distributivity of the multiplication with respect to
the min operator, we have:
xq(t) = min

p∈•q, q′∈•p

1
θq

( mp

Mqp
+ Mpq′

Mqp
nq′(t− τp))�.

From relation
θq

Mpq′
= θq′

Mqp
, obtained for consistent and conser-

vative TEGM (see Munier, 1993), we have
xq(t) = min

p∈•q, q′∈•p

1
θq

( mp

Mqp
+ θq

θq′
nq′(t − τp))�,

i.e.,
xq(t) = min

p∈•q, q′∈•p

1
θq

( mp

Mqp
+ θqxq′ (t− τp))�.

Because θqxq′ (t− τp) ∈ N, we finally obtain

xq(t) = min
p∈•q, q′∈•p

(
1
θq


 mp

Mqp
� + xq′ (t− τp)), (5)

which corresponds to a (min,+) linear recurrent
equation. �

More generally, if the condition (4) is satisfied for
each transition, the Eq. (1) can be expressed as a
(min,+) linear recurrent equation.

Remarks:
• Let us define an equivalence class of initial mark-

ings for the equivalence relationm′ ≡ m′′ ⇔ ∀q ∈
T, ∀p ∈• q, 
 m′

p

Mqp
� = 
 m′′

p

Mqp
�.

We can notice that all initial markings of a same
equivalence class generate the same firing times
behavior of transitions and give the same (min,+)
model.

• In (Cohen et al., 1998), the authors propose a
linearization method through a similar diagonal
change of counter variables for fluid TEGMs (i.e.,
where initial marking and multipliers can take real
values). Moreover, they state in Prop. IV.6 that the
behavior of a TEGM coincides (in N) with that of
its fluid version if ∀q ∈ T, ∀p ∈• q, mp

Mqp
∈ θqN.

Thus, under this condition, it is possible to linearize
a TEGM by considering its fluid version . How-
ever, the required condition is more restrictive than
the condition (4).

When the condition (4) is not satisfied, we define
two linear approximated models of the TEGM by con-
sidering a greater (resp., smaller) initial marking.

Definition 1 The upper (resp., lower) linear model is
obtained by a minimal addition (resp., removal) of ini-
tial tokens in the TEGM, in order to satisfy the lin-
earization condition (4) for each initial marking.

In other words, in each place p for which 
 mp

Mqp
� /∈

θqN, we addmp (resp., removemp) initial tokens un-
til the linearization condition is checked.

We denote x(t) (resp., x(t)) the state vector of the
TEG obtained from the approximate linearization by
addition (resp., removal) of tokens in the TEGM.

We have

xq(t) = min
p∈•q, q′∈•p

(
1
θq


 (mp +mp)
Mqp

�+ xq′ (t− τp)),

(6)
where mp is the minimum number of tokens added

in the place p such that 
mp+mp

Mqp
� ∈ θqN.

and

xq(t) = min
p∈•q, q′∈•p

(
1
θq


 (mp −mp)
Mqp

�+ xq′ (t− τp)),

(7)
where mp is the minimum number of tokens re-

moved in the place p such that 
mp−mp

Mqp
� ∈ θqN.

We have:
∀q, θqxq(t) = nq(t) ≤ nq(t) ≤ nq(t) = θqxq(t).

Example 2 The TEGM depicted in Fig.1 admits the
elementary T-semiflow: θ = (2, 3, 3, 1).

For initial marking M(0)=(6,0,0,3,0), we easily ver-
ify that initial marking of each place satisfies the lin-
earization condition (4), which means that TEGM is
linearizable.
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Using the change of variables ni(t) = θixi(t)
and thanks to Eq.(5), we obtain the following linear

model:

⎧⎪⎪⎨
⎪⎪⎩
x1(t) = 1 + x3(t− 1),
x2(t) = min(1 + x4(t− 3), x1(t− 2)),
x3(t) = x2(t− 1),
x4(t) = x3(t− 1).

These equations correspond to the TEG depicted in
Figure 2.
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Figure 2: TEG obtained by the linearization of the TEGM
of the Figure 1.

For initial marking M(0)=(6,0,0,4,0), we can note
that the place P4 does not satisfy the linearization con-
dition.

Thanks to Eqs (6) and (7), we obtain respectively :⎧⎪⎪⎨
⎪⎪⎩
x1(t) = 1 + x3(t− 1),
x2(t) = min(2 + x4(t− 3), x1(t− 2)),
x3(t) = x2(t− 1),
x4(t) = x3(t− 1),

and⎧⎪⎪⎨
⎪⎪⎩
x1(t) = 1 + x3(t− 1),
x2(t) = min(1 + x4(t− 3), x1(t− 2)),
x3(t) = x2(t− 1),
x4(t) = x3(t− 1).

The evolution of the counter n2(t) is depicted in
Figure 3 and is such that n2(t) ≤ n2(t) ≤ n2(t).

4 PERFORMANCE EVALUATION

4.1 Elements of Performance
Evaluation for TEG

We recall main results characterizing an ordinary
TEG’s modelled in the dioid Zmin (Baccelli et al.,
1992), (Gaubert, 1992).

Definition 2 (Irreducible matrix) A matrix A is
said irreducible if for any pair (i,j), there is an inte-
ger m such that (Am)ij �= ε.

�
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Figure 3: The evolution of the counter variables n2, n2 and
n2.

Theorem 1 LetA be a square matrix with coefficient
in Zmin. The following assertions are equivalent:

• Matrix A is irreducible,
• The TEG associated with matrix A is strongly con-

nected.

One calls eigenvalue and eigenvector of a matrix A
with coefficients in Zmin, the scalar λ and the vector
υ such as:

A⊗ υ = λ⊗ υ.

When the initial vector x(0) of matrix Eq. (3) is
equal to an eigenvector of matrix A, the TEG reaches
a periodic regime from the initial state.

Theorem 2 Let A be a square matrix with coeffi-
cients in Zmin. If A is irreducible, or equivalently, if
the associated TEG is strongly connected, then there
is a single eigenvalue denoted λ. The eigenvalue can
be calculated in the following way:

λ =
n⊕

j=1

(
n⊕

i=1

(Aj)ii)
1
j . (8)

Regarding the TEG, λ corresponds to the firing rate
identical for each transition. This eigenvalue λ can be
directly deduced from the TEG by

λ = min
c∈ C

M(c)
T (c)

, (9)

where:

• C is the set of elementary circuits of the TEG.

• T(c) is the sum of holding times in circuit c.

• M(c) is the number of tokens in circuit c.
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It is possible that several eigenvectors can be associ-
ated with the only eigenvalue of an irreductible ma-
trix.

Definition 3 LetA be an irreducible matrix of eigen-
value λ. One defines the matrix denoted Aλ by

Aλ = λ−1 ⊗A.

Theorem 3 (Gondran and Minoux, 1977) Let A be
an irreducible matrix of eigenvalue λ. The j-th col-
umn of the matrix A+

λ , denoted (A+
λ )j , is an eigen-

vector of A if it satisfies the following equality:

(A+
λ )j = Aλ ⊗ (A+

λ )j . (10)

4.2 Elements of Performance
Evaluation for TEGM’s

In the case of TEGM’s, the firing rate, denoted λmq ,
is not identical for all transitions. It is defined as fol-
lows:

λmq =
θq

TCm
, (11)

where θq is the component of the T-semiflow associ-
ated with transition q, and TCm is average the cycle
time of the TEGM.

The average cycle time of a TEGM can be defined
as follows :

Definition 4 (Sauer, 2003) The average cycle time,
TCm, of a TEGM is the average time to fire once
the T-semiflow under the earliest firing rule (i.e., tran-
sitions are fired as soon as possible) from the initial
marking.

The firing rate λmq of a linearizable TEGM can be
calculated from the (min, +) linear model by:

λmq = θqλ (12)

where λ is the eigenvalue of the equivalent (min,+)
linear model. This result is a direct consequence of
the linearization proprety.

In the case where we have an approximate lin-
earization, we obtain

λmq
≤ λmq ≤ λmq ,

where λmq (resp., λmq
) is the firing rate of the tran-

sition q obtained by using the upper (resp., lower) ap-
proximated linear model of the TEGM.

When components of the eigenvector, associated
with the TEG obtained by linearization, are integer
values, the initial conditions vector of TEGM, de-
noted υm (which allow to reach the periodic regime
from the initial state) can be deduced by:

υm = (θ1x1(0), ..., θnxn(0)) (13)

where x(0) is the eigenvector of the TEG.

Example 3 One determines the firing rate for each
transition of the TEGM of Figure 1 from the (min, +)
linear model.

For M(0) = (6, 0, 0, 3, 0), the initial marking of
each place verifies the linearization condition. This
TEGM is linearizable.

Thanks to Eq.(8), the production rate of the TEG
obtained after linearization is equal to 1

5 . From
Eq.(12), we deduce the firing rate of each transition:
λm1 = 2

5 , λm2 = 3
5 , λm3 = 3

5 , λm4 = 1
5 .

Thanks to Eq.(11), we deduce that TCm = 5.
For initial marking M(0)=(6,0,0,4,0), we have two

linear approximated (min, +) models.
In the case where we add two tokens in the place

P4 in the TEGM, we obtain a TEG with λ is equal to
1
4 .

Thanks to Eq.(12), we deduce the firing rate of each
transition :

λm1 = 3
4 , λm2 = 2

4 , λm3 = 2
4 , λm4 = 1

4 .

Thanks to Eq. (11), we deduce TCm = 4.
In the case where we remove one token in the place

P4, we obtain a TEG with λ is equal to 1
5 .

Thanks to Eq.(12), we deduce the firing rate of each
transition :

λm1
= 3

5 , λm2
= 2

5 , λm3
= 2

5 , λm4
= 1

5 .

Thanks to Eq.(11), we deduce TCm = 5.
Finally, for M(0)=(6,0,0,4,0), we obtain:

4 ≤ TCm ≤ 5
3
5 ≤ λm1 ≤ 3

4 , 2
5 ≤ λm2 ≤ 2

4 , 2
5 ≤ λm3 ≤ 2

4 ,

1
5 ≤ λm4 ≤ 1

4 .

5 CONCLUSION

In order to evaluate the performances of a TEGM
from an equivalent TEG, a technique of linearization
has been proposed in (min,+) algebra. According to
initial marking, a linearization condition was stated.
The performance analysis of a linearizable TEGM,
such as cycle times, is deduced directly from the ob-
tained linear model.
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Abstract: Transcranial Magnetic Stimulation (TMS) of human motor area can evoke different biological waves in the 
epidural space of patients. These waves can evoke different muscle responses according to different types 
and amplitudes of stimuli. In this paper we analyze the different types of epidural waves and we propose a 
neuronal model for the biological structures involved in the experiments. 

1 INTRODUCTION 

Human nervous system is something very complex 
and its operation is still rather obscure to scientists. 
Nevertheless, more and more emerging techniques 
are helping scientists in examining the human brain 
in detail and in making hypotheses on its operation. 
For example, the use of transcranial cerebral 
stimulations, such as the Transcranial Magnetic 
Stimulation (TMS), allows us to understand some 
related cerebral mechanisms and identify several 
cerebral areas. Pioneering studies on brain 
stimulation through the intact scalp were carried out 
in the early 80s (Merton and Morton 1980) by 
stimulating the brain through an electric field. This 
stimulation technique is called Transcranial 
Electrical Stimulation (TES). Unfortunately, it is 
known from experience that TES is quite 
uncomfortable to the patient, because only a small 
fraction of the applied current flows into the brain 
through the resistance of the skull and scalp, while 
the rest travels between the electrodes on the 
surface, causing local pain and contraction of scalp 
muscles. The development of TMS (Barker et al., 
1985) overcame this discomfort by using a magnetic 
field to carry the electrical stimulus across the scalp 
and skull to the brain. Opposite to the TES, TMS is 
painless and lacking in harmful effects to the human 
nervous system. TMS has also been exploited with 
success in the treatment of mental illness and 
depression (Wasserman, 1998). The first magnetic 
stimulators were very heavy equipments and they 
were only able to reach low stimulation frequencies. 

Recently, novel stimulators with lower weight and 
smaller size have been designed. The stimulator 
used in the experiments is the Magstim 200® 
(Jalinous 1997). The magnetic stimulation adopted 
in our experiment is provided by a 70mm (internal 
diameter), eight-shaped coil, placed above the 
cerebral motor area responsible of the left hand 
movements. Different levels of stimulation have 
been used, from 20% to 53% of the maximum 
stimulator output, using a 3% increasing step. The 
experimental data are collected from patients who 
have spinal chord stimulators implanted in the 
epidural space at C1-C2 vertebras for the treatment 
of intractable dorsolumbar pain (Di Lazzaro, et al., 
1998). Two different types of data are available: the 
recordings from the patient’s epidural space and the 
electromyography (EMG) recordings. The former is 
necessary for understanding the nature of brain 
waves; the latter is used for understanding the 
effects of the voluntary muscle contraction on the 
recorded muscle potentials. In particular, the effects 
of voluntary contraction are important at 
motoneuronal level, but they do not influence the 
corticospinal volleys, as it will be shown in the 
following. 

The paper is structured as follows: in the next 
section we analyze the epidural recordings of the 
biological waves, and the artifacts due to the 
stimulus and the measurement method. Moreover, 
we propose a first-attempt linear model. In the third 
section we exploit the Izhikevich nonlinear neuron 
model to build a model of the neuronal structure 
under investigation. In the fourth section we show 

J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 191–197. 
© 2007 Springer. 

191 



 

192 

the results. Finally, in the fifth section we draw our 
conclusions. 

2 DATA ANALYSIS 

The data analyzed in this paper have been collected 
in experiments carried out by Prof. V. Di Lazzaro 
and co-workers at the Neurological Institute at 
Cattolica University in Rome, Italy. The recordings 
have been collected from a patient with epidural 
electrodes implanted at C1-C2 vertebras level. The 
left hand motor area of the patient’s brain has been 
stimulated by TMS. Consequently, brain potentials 
have been evoked and recorded by a differential 
amplifier from the epidural electrodes, and by an 
EMG recorder from the First Dorsal Interosseus 
muscle (FDI) of the left hand. Experimental data 
have been recorded with different amplitudes of 
magnetic stimulation and different levels of 
voluntary muscle contractions.  

Figure 1 shows a typical recording taken at the 
epidural electrodes. Three different zones can be 
clearly distinguished:  
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Figure 1: Typical recording taken at the epidural 
electrodes. 
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Figure 2: Amplitude of the first I wave evoked by TMS 
for different muscle contractions levels. 

collected using a differential method; therefore, for 
each volley recorded, two peaks (a positive and a 
negative one) are present . 

Figure 2 shows the amplitude of the I1-wave 
(computed on the experimental data as the half-
peak-to-peak amplitude) for different voluntary 
muscle contraction at different stimulation levels. As 
Figure 2 clearly shows, the amplitude of the I1-wave 
increases linearly with the stimulation level and it is 
independent of the voluntary contraction level. In 
fact, muscle contraction increases motoneuronal 
excitability and has no effect at the corticospinal 
level. On the other hand, voluntary contraction 
makes the recordings more noisy and lowers the 
signal to noise ratio. 

In our recordings there is always a saturated peak 
which occurs at the same instant (0.02s) of 
application of the magnetic stimulus. This saturated 
peak is biologically implausible, and systematically 
occurs in every experimental recording. Thus, we 
can conclude that this is a bias caused by the 
stimulus, due to both the electromagnetic coupling 
and the displacement current (O’Keeffe et al., 2001), 
(McLean et al., 1996). To analyze the actual 
biological waves we have reconstructed the bias for 
different stimulation amplitudes. In particular we 
have developed 4 different bias models according to 
the stimulus amplitude. Figure 3 shows, in clockwise 
direction from top-left, the reconstructed biases from 
low to high stimulation intensity. In our approach, to 
model the experimental biological waves the 
reconstructed bias is subtracted from the 
experimental data. Subsequently, the bias is added 
again to the modeled waves to recover the modeled 
signal. 

For the experiment performed with this patient 
the amplitudes of subsequent I-waves are well 

• Zone one: stimulus artifact; 
• Zone two: actual biological waves; 
• Zone three: noise. 
 

Biological waves evoked by TMS are of two kinds 
(Di Lazzaro, et al., 2004). The first one, called D-
wave (Direct wave) is supposed to be produced by 
direct stimulation of the pyramidal tract axons. The 
second one is called I-wave (Indirect wave) and is 
supposed to be produced by synaptic activation of 
the pyramidal neurons of the same tract. With TMS, 
a D-wave is present only if the stimulus amplitude is 
over a threshold, whereas I-waves always occur. If a 
D-wave is present, it precedes the I-waves. In the 
recorded data, I-waves are numbered according to 

their temporal sequence. The recordings have been 
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modeled by an exponential decreasing law. As stated 
before, the amplitude of I1-wave increases almost 
linearly with the stimulus amplitude. Therefore, a 
first-attempt model of the measured brain waves has 
been developed by considering a second order linear 
system, described by the following transfer function: 

The parameters a, b, rit of the second order 
transfer function have been identified with a least 
square method. For example, for the stimulus 
amplitude at 20% of the maximal amplitude, we 
obtained a=275, b=2.25·106, rit=2·10-2. It is 
important to notice that these parameters are not 
physically related with the biological phenomena 
occurring (except for the delay rit which is related to 
the stimulus application time). They simply are the 
parameters which guarantee the best fit with 
experimental data, considering the second order 
linear model above. The Laplace transform of the 
input stimulus, as the monophasic current produced 
by the eight-shaped coil (Kammer et al., 2001), is:  

 where K is the stimulus amplitude, and τ is a time 
constant. In order to represent the stimulus correctly, 
τ  ranges from 4·10-4 s to 8·10-4 s, increasing linearly 
with the stimulus amplitude. 

 Figures 3 and 4 show some results achieved with the 
linear model described above. This model gave good 

results for this experiment but is not suitable for 
experimental data collected in other patients, nor for 
other similar experiments reported in literature 
(Houlden, et al., 1999). In fact, the use of a linear 
model implies the periodicity of I-waves. An 
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Figure 4: Model output and data for different stimulation 
level. 

 
Figure 3: Reconstructed stimulus artifacts versus 
experimental data for different stimulation levels. 
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in-depth analysis on the latency of the I-waves 
shows that in fact they are not periodic and each 
wave has a fixed latency for all the stimulation 
levels. We remind that the recordings are the results 
of different mechanisms: the stimulus artifact, the 
artifact due to the propagation of the nervous 
potentials through the fibers and the artifact due to 
the differential measurement method. Therefore, the 
aspect of the recordings is not entirely due to the 
action potentials generating in the fiber, and only 
amplitude and latency of I-waves can be considered 
as biologically plausible, and useful, data.  

Therefore, we have developed another model 
based on a neuronal network of spiking neurons. The 
facts on which we base our hypotheses is that the 
potential recorded at the electrodes comes from the 
output of a huge number of spinal fibers, and the 
greater the stimulation amplitude is, the higher the 
number of stimulated fibers is. This hypothesis is 
supported by the biological law of “nothing or all” 
which states that neurons produce a fixed voltage 
level when they are excited above a threshold. If the 
stimulation is under the threshold the action 
potential is not generated and, correspondently, a 
descending wave at the electrodes is not revealed.  

3 NEURONAL MODELS 

The neuronal network developed in this section 
consists of Izhikevich spiking neurons (Izhikevich, 
2003). It is described by the equation system: 

with the reset condition: 
 
 If v≥30 mV then v← c 
    u← u+d 
 
where v is the membrane potential, u is a recovery 
variable which considers the refractory period and 
the K+ current activation after the action potential. 
The mechanism of hyper polarization of the cell 
membrane is considered by the c parameter which 
has the -64 mV value. We can now analyze the 
meaning of the parameters. 
 

• a describes the time scale of the recovery 
variable u. Smaller values result in slower 
recovery; 

• b describes the sensitivity of the recovery 
variable u to the fluctuations of the 
membrane potential v; 

• c describes the after-spike reset value of the 
membrane potential v; 

• d describes after-spike reset of the recovery 
variable u. 

 
The parameters of the neuron model have been fixed 
to: a b c d

Since the experimental recordings cannot reveal 
the action potentials of the single neuron activated by 
the stimulation, we have simulated the global 
behavior of neuronal networks, corresponding to 
different areas of the motor cortex, consequent to 
appropriate current intensities induced by the eight-
shaped coil.  

The amplitude of each I-wave is proportional to 
the number of corticospinal neurons transinaptically 
activated by the stimulation. The generation of a D-
wave is due to the direct stimulation of the 
corticospinal neurons for high stimulation levels, as 
the inducted current activates the deep brainstem and 
the cortical neurons directly. Nevertheless, for the 
generation of the I-waves, the number of neurons 
actually involved is unknown. However, assuming 
that each stimulated neuron contributes to the 
formation of the I-wave with a 1µV spike and 
consequently we have estimated the number of 
neurons involved in the stimulation process. 

Based on these considerations, we have simulated 
a 500 cortical neurons network connected to a 100 
corticospinal neurons network. Both networks are 
considered within a regular topology. Each 
corticospinal neuron is synaptically connected to five 
cortical neurons. Figure 5 shows that an eight-shaped 
coil induces an electric field with the highest peaks 
located in three main areas: one located immediately 
below the coil with the maximum intensity, the other 
two on the two sides of the coil, with a peak of 
intensity which is about a half of the highest one. The 
hypothesis made in this paper is that the electric field 
mainly stimulates groups of neurons located under the 

)('
140504.0' 2

ubvau
Iuvvv

−=
+−++=

 = 0.4,  = 0.26,  = -64,  = 6. This choice makes 
the neuron spiking with a latency comparable to that 
of the experimental recordings.  

Figure 5: Electric field shape for circular and eight-shaped 
stimulation coils. 
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highest field peaks (Rosler, 2001 – Sakay). Therefore, 
an I-wave consists of the sum of the outputs of many 
neurons which fires at the same time, because they are 
essentially stimulated by the same field. This 
hypothesis is supported by the following facts, 
confirmed by the experimental data: 
 

• In these experiments a maximum of three 
waves is generated, and there are three 
main areas in which a peak of electric field 
exists. 

• For high intensities, the field peaks are 
higher and more spread in space. 
Consequently, more neurons are activated 
and the correspondent I-wave is larger. 

• For low intensities, the electric field has 
only one peak located under the coil. 
Correspondently, only one I-wave is 
generated for low intensity field. 

 
Therefore, the cortical network (and consequently 
the corticospinal one) has been partitioned in three 
areas, each responsible for the generation of one of 
the three I-waves. When the stimulation intensity 
increases, the number of activated neurons increases 
and larger waves are produced. This simulates the 
spatial spreading of the stimulus at higher intensity 
of stimulation. Therefore, different I-waves are 
generated because a different current for each 
neuronal area is inducted by the magnetic field. 
Figures 6, 7 and 8 show a comparison between the 
amplitude of simulated I1, I2 and I3-waves and the 
experimental ones, versus the stimulus intensity. 
Once amplitudes and latencies have been modeled, 
the signal shape must be reconstructed. We already 
dealt with the fact that the differential measurement 
configuration introduces an artifact in the 
measurements, producing a sequence of one positive 
and one negative volley for each cerebral I-wave.  

The propagation velocity of the impulse has been 
calculated in about 50 m/s. The propagation delay 
for the I1-wave is about 2.2 ms. For I-waves, due to 
their synaptic nature, an approximately 1 ms delay 
due to the synaptic mechanism must be added. 
Therefore, a total latency for the I1-wave equal to 
3.6 ms has been reckoned, which is coherent with 
the distance of 12 cm between stimulation and 
recording site.  

Therefore, taking into account the propagation 
velocity of the waves and the distance between the 
electrodes, the artifact can be reconstructed. 

4 MODEL VALIDATION 

With the neuronal structure described above, a good 
fitting of the experimental data has been obtained for 
all the stimulation levels.  

To fit the experimental data we have reproduced 
the stimulus artifact, the measure setup and the 
propagation artifacts. 

Figures 9 and 10 compare the output of the 
model with the experimental data. They clearly 
show that the neuronal network gives better results 
than the linear model. It respects the aperiodicity of  

Figure 6: amplitude of the I1 waves for different 
stimulation levels. 
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Figure 7: Amplitude of the I2 waves for different 
stimulation levels. 

20 25 30 35 40 45 50 55
0

1

2

3

4

5

6

7

8

9

stimulation level (%)

am
pl

itu
de

 (
uV

)

data
model

Figure 8: Amplitude of the I3 waves for different 
stimulation levels.  
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the response, taking into account the different 
latencies of I-waves, and provides a better fitting for 
wave amplitudes. 

5 CONCLUSIONS 

In this paper a model of motor neuronal structures 
has been built and validated on the basis of 
experimental recordings obtained via Transcranial 
Magnetic Stimulation (TMS). With this technique, 
the brain of the patient is stimulated by a suitable 
magnetic field placed above the cerebral motor area 
responsible of the left hand movements. The 
stimulation evokes different biological waves in the 
brain which are transmitted from the motor cortex, 
through the pyramidal neurons via synaptic 

Figure 9: Model output and data for 20%, 23%, 32%, 
35%, 44% stimulation level. 
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Figure 10: Model output and data for 47%, 53% 
stimulation level. 

G. d’ Aloja et al. 



 

197

connection, to the spinal chord, where signals are 
collected by a couple of electrodes implanted in the 
epidural space at C1-C2 vertebras level.  

After a thorough data analysis phase, the motor 
neuronal structure has been modeled by a neural 
network based on Izhikevich neurons, for both the 
motor cortex and the pyramidal neuron areas. 
Moreover, stimulus and measurement artifacts have 
been reconstructed and considered in the modeling 
phase. The results are fully satisfactory, model 
output and experimental recordings match for each 
available experiment.  

Further research will involve a more accurate 
modeling of the motor cortex and its connections 
with the pyramidal tracts. At present, a hypothesis of 
a five-to-one local connection between cortex and 
pyramidal neurons has been made. In the future, 
optimization strategies will be considered to find an 
adequate connection scheme between cortex and 
pyramidal tracts, and with different topologies, 
involving also the plasticity mechanism (i.e. time-
variant connections). Moreover, the model is being 
validated on several recordings coming from 
different patients, with different stimulation 
protocols. 
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Abstract: This paper presents a general matrix algorithm for analysis and synthesis of digital filters. A useful method
for computing the state-space matrix of a general digital network and a new technique for the design of digital
filters are shown by means of examples. The method proposed in this paper allows the analysis of the digital
filters and the construction of new equivalent structures of the canonic and non canonic digital filter forms.
Equivalent filters with different structures can be found according to various matrix expansions. The procedure
proposed in this paper is more efficient and economic than traditional methods because it permits to construct
circuits with a minimum of shifting operations.

1 INTRODUCTION

The digital system presented in Figure 1 is described
by the following eqs.:

Y(z) = FY XX(z) + FY UU(z) + FY V V(z)
U(z) = FUXX(z) + FUUU(z) + FUV V(z)
V(z) = FV XX(z) + FV UU(z) + FV V V(z)

(1)
or in matrix form (2), (Luecker, 1976)

Ns ×

⎡
⎢⎣

X(z)
Y(z)
U(z)
V(z)

⎤
⎥⎦ = 0, (2)

where Ns in Eq. (2) is the signal flow matrix that
represents the signal-flow graph of the digital system
with multiple inputs and multiple outputs, X(z) is the
vector of the input signals Xi, Y(z) is the vector of
the output signals Yi, U(z) is the vector of the signals
Ui in the output of the delay elements and V(z) is a
vector of the signals Vi in the output of the adders,
see Figure 1. Ns can be obtained by expression (3),
where FYX in the Eq. (3) is the transfer matrix out-
put/input, FYX = Y(z)/X(z) if U(z)=V(z)=0. In
Figure 2, signals U3 and U4 represent the outputs of
the delay elements and signals V5 and V6 designate

the outputs of the summers.

Ns =

⎡
⎣ F(Y X) −E F(Y U) F(Y V )

F(UX) 0 F(UU) − E F(UV )

F(V X) 0 F(V U) F(V V ) − E

⎤
⎦

(3)
If we reduce the signals avoiding the outputs of the
adders Vi in expression (2), we obtain

Ne ×
[ X(z)

Y(z)
U(z)

]
= 0, (4)

where Ne in Eq. (4) is a flow-state matrix and the
matrices A, B, C and D in the matrix Eq. (5) are the
state matrices of the digital system.

Ne =
[

D −E C
z−1B 0 z−1A − E

]
(5)

In the flow-state matrix, the matrices E and 0 are
identity and zero matrices respectively. If we reduce
the matrix Eq. (4), not taking into account the vector
of the signals Ui, we get the expression

N(2)
t ×

[
X(z)
Y(z)

]
= 0, (6)

where the transfer matrix N(2)
t can be defined by

Eq. (7)

N(2)
t =

[
D + C × (zE− A)−1 B; −E

]
(7)
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Figure 1: State-space structure with multiple inputs and out-
puts.

The element n
(2)
21 of the transfer matrix N(2)

t is the
transfer function H(z) of the digital network.

n
(2)
21 = H(z) = D + C × (zE− A)−1 B (8)

Using the inverse z transform, the impulse response
of the circuit results (Luecker, 1976)

h(n) =

⎧⎨
⎩

D for l = 0

CAl−1B for l > 0
(9)

where l=1,2,3 ...

2 ANALYSIS OF THE SECOND
ORDER STATE-SPACE DIGITAL
FILTER

As an example, we will determine the transfer func-
tion of a state-space second order digital filter, see
Figure 2. To calculate the signal-flow matrix of the
digital filter, previously it is necessary to mark the
input, output and state nodes (Pšenička and Herrera,
1997), (Pšenička and Ugalde, 1999). The input node
is denoted by number 1 and the output node by num-
ber 2. The nodes 3 and 4 are assigned to the outputs
of the delay elements. Finally, the nodes 5 and 6 are
placed on the output of the adders. The system Eq.
(10) for each node can be obtained from Figure 2.

2 : Y2 = X1d + U3c1 + U4c2

3 : U3 = V6z
−1

4 : U4 = V5z
−1

5 : V5 = X1b2 + U3a21 + U4a22

6 : V6 = X1b1 + U3a11 + U4a12

(10)

The Eq. (10) can be written by the matrix equation
to generate the signal flow matrix N(6)

s . The first row

Figure 2: State-space digital filter of second order.

of the matrix (11) is indexed by number 2, see also
expression (10).

1 2 3 4 5 6

N(6)
s =

2

3

4

5

6

⎡
⎢⎢⎢⎣

d −1 c1 c2 0 0
0 0 −1 0 0 z−1

0 0 0 −1 z−1 0
b2 0 a21 a22 −1 0
b1 0 a11 a12 0 −1

⎤
⎥⎥⎥⎦

(11)
From the signal-flow matrix (11)we can observe, that
the main diagonal contain -1’s and in the second col-
umn all the elements are zeros except the first one.
The signal-flow matrix can be formed directly without
writing node Eq. (10). For example, due to the delay
element placed between the nodes 6 and 3, see Figure
2, the matrix element n(6)

36 of the matrix N(6)
s acquires

the value z−1. The multiplier a21 located between the
nodes 3 and 5 is represented in the matrix N(6)

s by the
element n

(6)
53 equal to the constant a21. Similarly, we

can obtain all of the elements in the signal-flow matrix
without writing the nodal equations. The matrix N(6)

s

can be reduced to the matrix N(5) Eq. (13) according
to the expression

n
(k−1)
ij =

n
(k)
ij n

(k)
kk − n

(k)
ik n

(k)
kj

n
(k)
kk

, (12)

where i represents the number of the row, j the number
of the column and k the degree of the matrix.
Following the rule of reduction (12), we obtain the
matrix N(5) and the state-flow matrix N(4)

e

N(5) =

⎡
⎢⎣

d −1 c1 c2 0
z−1b1 0 −1 + a11z

−1 a12z
−1 0

0 0 0 −1 z−1

b2 0 a21 a22 −1

⎤
⎥⎦
(13)
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N(4)
e =

⎡
⎣ d −1 c1 c2

z−1b1 0 −1 + a11z
−1 a12z

−1

z−1b2 0 a21z
−1 −1 + a22z

−1

⎤
⎦
(14)

If we compare the expressions (14) and (5), we obtain
the state matrices A, B, C, and D of the state-space
digital filter.

D = d C = [ c1 c2 ]

B =
[

b1

b2

]
A =

[
a11 a12

a21 a22

] (15)

3 DESIGN OF THE THIRD
ORDER STATE-SPACE
STRUCTURE

In this example we are going to obtain the third order
state-space structure. The state matrices of the third
order state-space filter have the general form (16),
(Psenicka et al., 1998).

D = d C = [ c1 c2 c3 ]

B =

[
b1

b2

b3

]
A =

[
a11 a12 a13

a21 a22 a23

a31 a32 a33

]
(16)

Substituting (16) in (5) it is obtained the state-flow
matrix (17)

N(5)
e =⎡

⎢⎢⎢⎣
d −1 c1 c2 c3

z−1b1 0 −1 + a11z
−1 a12z

−1 a13z
−1

z−1b2 0 a21z
−1 −1 + a22z

−1 a23z
−1

z−1b3 0 a31z
−1 a32z

−1 −1 + a33z
−1

⎤
⎥⎥⎥⎦

(17)

To expand the state-flow matrix (17) which contains
five columns and four rows in the matrix with six
columns and five rows (19) , we use the Eq. (18). The
Eq. (18) is obtained from Eq. (12) for n

(k)
kk = −1.

n
(k)
ij = n

(k−1)
ij − n

(k)
ik n

(k)
kj (18)

If we choose the elements of the new matrix n
(6)
26 =

n
(6)
46 = n

(6)
56 = 0, then the first, third and fourth rows

in the new matrix N(6) remain unchanged (19).

N(6) =⎡
⎢⎢⎢⎢⎢⎢⎢⎣

d −1 c1 c2 c3 0

n
(6)
31 n

(6)
32 n

(6)
33 n

(6)
34 n

(6)
35 n

(6)
36

z−1b2 0 a21z
−1 −1 + a22z

−1 a23z
−1 0

z−1b3 0 a31z
−1 a32z

−1 1 − a33z
−1 0

n
(6)
61 n

(6)
62 n

(6)
63 n

(6)
64 n

(6)
65 n

(6)
66

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(19)

The elements of the matrix (19), n
(6)
61 , n

(6)
62 , n

(6)
63 ,

n
(6)
64 , n

(6)
65 , n

(6)
66 and n

(6)
36 can be chosen and the re-

maining elements n
(6)
31 , n

(6)
32 , n

(6)
33 , n

(6)
34 and n

(6)
35 are

obtained by means of the Eq. (18). The elements in
the last row and columns of the matrix N(6) must be
chosen, in order to obtain in the second row of the
matrix N(6) plenty of zeros. It is suitable to choose
the element n

(6)
36 = z−1, because all elements in the

second row of the matrix N
(5)
e contain z−1. But it is

possible select the element n
(6)
36 in a different way, as

we shall see in section 4.2. If we choose

n
(6)
26 = 0 n

(6)
46 = 0 n

(6)
56 = 0 n

(6)
62 = 0

n
(6)
66 = −1 n

(6)
65 = a13 n

(6)
64 = a12 n

(6)
63 = a11

n
(6)
36 = z−1 n

(6)
61 = b1

then we get by Eq. 18 the elements of the new matrix
in the form

n
(6)
31 = n

(5)
31 − n

(6)
36 n

(6)
61 = z−1b1 − z−1b1 = 0

n
(6)
32 = n

(5)
32 − n

(6)
36 n

(6)
62 = 0 − z−10 = 0

n
(6)
33 = n

(5)
33 − n

(6)
36 n

(6)
63 = −1 + a11z

−1 − a11z
−1 = −1

n
(6)
34 = n

(5)
34 − n

(6)
36 n

(6)
64 = z−1a12 − z−1a12 = 0

n
(6)
35 = n

(5)
35 − n

(6)
36 n

(6)
65 = z−1a13 − z−1a13 = 0

and we obtain the matrix N(6)

N(6) =⎡
⎢⎢⎢⎣

d −1 c1 c2 c3 0
0 0 −1 0 0 z−1

z−1b2 0 a21z
−1−1 + a22z

−1 a23z
−1 0

z−1b3 0 a31z
−1 a32z

−1 −1 + a33z
−1 0

b1 0 a11 a12 a13 −1

⎤
⎥⎥⎥⎦
(20)

Similarly, we can obtain the matrices N(7) and N(8).
After a very simple calculation, we can get the matrix
(21) and the signal-flow matrix (22). For example it
is advantageous to choose the element n

(7)
47 = z−1, in

the matrix N(7), because each element in row 3 of the
matrix N(6) contains z−1. In case the matrix element
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n
(7)
71 equal to b2 is chosen, the element n

(7)
41 is equal

to zero, marked by |0|. For example in order to obtain

in the matrix N (7) n
(7)
41 = 0 if n

(6)
41 = b2 · z−1 it is

necessary to choose n
(7)
47 = z−1 and n

(7)
71 = b2 or

viceversa. So to obtain in the matrix N (8) n
(8)
55 = −1

if n
(7)
55 = −1 + a33 · z−1 it is necessary to choose

n
(8)
58 = z−1 and n

(8)
85 = a33 or the contrary. The same

procedure can be applied to Eq. (21) in order to get
Eq. (22).

N(7) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

d −1 c1 c2 c3 0 0

0 0 −1 0 0 z−1 0

|0| 0 0 −1 0 0 |z−1|
z−1b3 0 a31z

−1 a32z
−1 −1 + a33z

−1 0 0

b1 0 a11 a12 a13 −1 0

|b2| 0 a21 a22 a23 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(21)

N(8) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

d −1 c1 c2 c3 0 0 0

0 0 −1 0 0 z−1 0 0

0 0 0 −1 0 0 z−1 0

0 0 0 0 −1 0 0 z−1

b1 0 a11 a12 a13 −1 0 0

b2 0 a21 a22 a23 0 −1 0

b3 0 a31 a32 a33 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(22)

The digital structure that corresponds to the signal
flow matrix N(8) is presented in Figure 3.

The second canonic form of the state-space digital fil-
ter can be obtained from the structure presented in
Figure 3. Changing the adders to nodes, the nodes
to adders, the input to output and the directions of
the multipliers, the second canonic form of the state-
space filter can be obtained. If other values are cho-
sen for elements in the last row and the last column
in matrices (19), (20) and (21) we can obtain other
equivalent structure.

4 EXAMPLES

4.1 Design of the Filter from the
State Space Matrices

In the first example we shall demonstrate how to de-
rive the structures of the state-space filter without

Figure 3: Third order state-space filter.

multipliers if the state-space matrices A, B, C and
D are known (23).

D = 0.25 C = [ 0.25 0.5 ]

B =
[

0.75
0.75

]
A =

[ −0.5 −0.5
0.5 0.5

] (23)

With the assistance of Eq. (5) we obtain the state-
space matrix N(4)

e in the form

N(4)
e =⎡

⎢⎣ 2−2 −1 2−2 2−1

(2−2 + 2−1)z−1 0 −1 + 2−1z−1 2−1z−1

(2−2 + 2−1)z−1 0 2−1z−1 −1 + 2−1z−1

⎤
⎥⎦

(24)

Provided that we choose elements n
(5)
ij in the matrix

N(5) in this way n
(5)
25 = 0, n

(5)
35 = z−1, n

(5)
45 = 0 and

n
(5)
55 = −1 we obtain the Eq. (25) from the Eq. (24).

In the new matrix N(5) the elements in the last row
and last column can be chosen. The rest elements
of the matrix N(5) must be calculated by using the
Eq. (18).

N(5) =⎡
⎢⎢⎢⎣

2−2 −1 2−2 2−1 0

0 0 −1 0 z−1

(2−2 + 2−1)z−1 0 2−1z−1 −1 + 2−1z−1 0

2−2 + 2−1 0 −2−1 2−1 −1

⎤
⎥⎥⎥⎦

(25)

In case that we choose elements n
(6)
ij in the matrix

N(6) in this manner n
(6)
26 = 0, n

(6)
36 = 0, n

(6)
46 = z−1,

n
(6)
56 = 0 and n

(6)
66 = −1 we obtain the Eq. (26) from

the Eq. (25) .
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N(6) =⎡
⎢⎢⎢⎢⎢⎣

2−2 −1 2−2 2−1 0 0

0 0 −1 0 z−1 0

0 0 0 −1 0 z−1

2−2 + 2−1 0 −2−1 2−1 −1 0

2−2 + 2−1 0 2−1 2−1 0 −1

⎤
⎥⎥⎥⎥⎥⎦ (26)

If we choose elements n
(7)
ij in the matrix N(7) in this

way n
(7)
27 = 0, n

(7)
37 = 0, n

(7)
47 = 0, n

(7)
57 = z−1,

n
(7)
67 = 0 and n

(7)
77 = −1 we obtain the Eq. (27) from

the Eq. (26) .
N(7) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

2−2 −1 2−2 2−1 0 0 0

0 0 −1 0 z−1 0 0

0 0 0 −1 0 z−1 0

2−2 0 0 0 −1 0 2−1

2−2 + 2−1 0 2−1 2−1 0 −1 0

1 0 −1 −1 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
(27)

Provided that we choose elements n
(8)
ij in the matrix

N(8) in this manner n
(8)
28 = 0, n

(8)
38 = 0, n

(8)
48 = 0,

n
(8)
58 = 0, n

(8)
68 = 2−1, n

(8)
78 = 0 and n

(8)
88 = −1 we

obtain the Eq. (28) from the Eq. (27). The Eq. (28) is
the signal flow-matrix and from this matrix the circuit
can be sketched. The structure that correspond to the
signal flow matrix N(8) is presented in Figure 5.

N(8)
s =⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

2−2 −1 2−2 2−1 0 0 0 0

0 0 −1 0 z−1 0 0 0

0 0 0 −1 0 z−1 0 0

2−2 0 0 0 −1 0 2−1 0

2−2 0 0 0 0 −1 0 2−1

1 0 −1 −1 0 0 −1 0

1 0 1 1 0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(28)

In Figure 4 there is a classical structure of the state-
space filter of the second order that has 11 shift opera-
tions. In Figure 5 the proposed equivalent state-space
structure of the second order is presented with only
7 shift operations. It can be easily verified that both
structures have the same impulse response.

In the second example, we shall calculate the elliptic
low-pass state space filter of the third order, n=3, with
attenuation in the band-pass amax = 2 dB, corner
frequency f1 = 0.6 and attenuation in the band-stop

Figure 4: Classical state-space structure of the second order.

Figure 5: State-space structure without multipliers.

amin = 15 dB. By means of MATLAB command
[a,b,c,d]= ellip(3,2,15,0.6) we obtain the state-space
matrices for the elliptic low-pass filter with the values:

C =
[

0.1887 0.0360 0.0680
]

D = 0.3673

BT =
[

2.1724 0.9698 1.3201
]

A =

⎡
⎣ 0.1160 0.0000 0.0000

0.4982 −0.3513 −0.8830
0.6782 0.8830 −0.2019

⎤
⎦

With the following equations that realize low-pass
state-space filter of the 3rd order we can obtain the
impulse response yn(i) in the frequency domain. The
equations for calculating yn(i), n6, n7, n8 etc. were
derived from Figure 3.

a11=0.1160;a12=0.0000;a13=0.0000;
a21=0.4982;a22=-0.3513;a23=-0.8830;
a31=0.6782;a32=0.8830;a33=-0.2019;
b1=2.1724;b2=0.9698;b3=1.3201;
c1=0.1887;c2=0.0360;c3=0.0680;d=0.3673;
n3=0;n4=0;n5=0;
xn=1;
for i=1:1:200
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yn(i)=xn*d+n3*c1+n4*c2+n5*c3;
n6=xn*b1+n3*a11+n4*a12+n5*a13;
n7=xn*b2+n3*a21+n4*a22+n5*a23;
n8=xn*b3+n3*a31+n4*a32+n5*a33;
n3=n6;n4=n7;n5=n8;xn=0;

end
[h,w]=freqz(yn,1,200);
plot(w,20*log10(abs(h)))

In the third example we shall calculate the high-pass
elliptic filter with the specification n=3, amax =
2 dB, amin = 15 dB and corner frequency
f−1 = 0.4. By means of MATLAB commands
[a,b,c,d]=ellip(3,2,15,0.4,’high’) we obtain the state-
space matrices for the elliptic high-pass filter in the
form

C =
[ −0.2597 −0.0495 −0.0936

]

D = 0.3673

BT =
[

1.5783 0.7046 0.9591
]

A =

⎡
⎣ −0.1160 0.0000 0.0000

−0.4982 0.3513 0.8830
−0.6782 −0.8830 0.2019

⎤
⎦

For the analysis of the high-pass filter we have used
the same equation as for the low-pass, but the con-
stants aij , bi and ci in the program must be changed.

In the fourth example we shall realize the elliptic
band-pass state-space filter for the lower and up-
per corner frequencies 0.4 and 0.6 respectively, and
amin = 15 dB. Using MATLAB commands we get
the state matrices a,b,c and d.

[a,b,c,d]=ellip(3,3,15,[0.4,0.6])
a =

-0.1374 0 0 0.8626 0 0
0.2458 -0.1229 -0.2791 0.2458 0.8771 -0.2791
0.0782 0.2791 -0.0888 0.0782 0.2791 0.9112

-0.8626 0 0 0.1374 0 0
-0.2458 -0.8771 0.2791 -0.2458 0.1229 0.2791
-0.0782 -0.2791 -0.9112 -0.0782 -0.2791 0.0888

b =
0.7927
0.2259
0.0719

-0.7927
-0.2259
-0.0719

c =
0.1125 -0.0022 0.0420 0.1125 -0.0022 0.0420

d =
0.1034

The general structure for the state-space filter of the
arbitrary order can be derived from the structure in
Figure 3. To analyze the structure by MATLAB in
the Figure 3, the following algorithm must be used.
The attenuation of the band-pass state-space filter is
presented in Figure 6.

Figure 6: Attenuation of the band-pass state-space Cauer
Filter.

A11=-0.137;A12=0.000;A13=0.000;A14=0.862;A15=0.000;

A16=0.000;A21=0.245;A22=-0.122;A23=-0.279;A24=0.245;

A25=0.877;A26=-0.279;A31=0.078;A32=0.279;A33=-0.088;

A34=0.078;A35=0.279;A36=0.911;A41=-0.862;A42=0.000;

A43=0.000;A44=0.137;A45=0.000;A46=0.000;A51=-0.245;

A52=-0.877;A53=0.279;A54=-0.245;A55=0.122;A56=0.279;

A61=-0.078;A62=-0.279;A63=-0.911;A64=-0.078;

A65=-0.279;A66=0.088;B1=0.792;B2=0.225;B3=0.071;

B4=-0.792;B5=-0.225;B6=-0.071;C1=0.112;C2=-0.002;

C3=0.042;C4=0.112;C5=-0.002;C6=0.042;D=0.1034;

N3=0;N4=0;N5=0;N6=0;N7=0;N8=0;XN=1;

for i=1:1:500

YN(i)=D*XN+N3*C1+N4*C2+N5*C3+N6*C4+N7*C5+N8*C6;

N9 =B1*XN+N3*A11+N4*A12+N5*A13+N6*A14+N7*A15+N8*A16;

N10=B2*XN+N3*A21+N4*A22+N5*A23+N6*A24+N7*A25+N8*A26;

N11=B3*XN+N3*A31+N4*A32+N5*A33+N6*A34+N7*A35+N8*A36;

N12=B4*XN+N3*A41+N4*A42+N5*A43+N6*A44+N7*A45+N8*A46;

N13=B5*XN+N3*A51+N4*A52+N5*A53+N6*A54+N7*A55+N8*A56;

N14=B6*XN+N3*A61+N4*A62+N5*A63+N6*A64+N7*A65+N8*A66;

N3=N9;N4=N10;N5=N11;N6=N12;N7=N13;N8=N14;XN=0;

end

[h,w]=freqz(YN,1,500);

plot(w,20*log10(abs(h)))

4.2 Design of the Filter from the
Transfer Function by Matrix
method

In this part we shall derive the structure of the digital
filter without multipliers that has the transfer function
(29)

H(z) =
P (z)
Q(z)

=
0.3437− 0.2890z−1 + 0.4296z−2

1 + 0.0625z−1 − 0.4218z−2

(29)
The constants of the transfer function (29) can be de-
composed into the following expression

0.34375 = 2−2 + 2−4 + 2−5

0.2890 = 2−2 + 2−5 + 2−7

0.4296 = 2−2 + 2−3 + 2−5 + 2−6 + 2−7

0.0625 = 2−4
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0.4218 = 2−2 + 2−3 + 2−5 + 2−6

First of all the matrix N(3) in the form (30) must be
written

N(3) =
[

0 −1 1
P (z) 0 −Q(z)

]
(30)

N(3) =

⎡
⎢⎢⎢⎣

0 −1 1
2−2 + 2−4 + 2−5 0 −1 − z−12−4

−z−1(2−2 + 2−5 + 2−7) +z−2(2−2 + 2−3

+z−2(2−2 + 2−3+ +2−5 + 2−6)
2−5 + 2−6 + 2−7)

⎤
⎥⎥⎥⎦
(31)

In this case we shall expand transfer matrix N (3)

Eq. (31), so the signal Ui must be added. If we choose
in the matrix N(4) the element n

(4)
24 = 0 the ele-

ments in the first row remain unchanged. In case that
n

(4)
34 = 2−5 and n

(4)
41 = 1 − z−1 − z−2 are chosen

then element n(4)
31 in the matrix N(4) acquire the value

2−2 + 2−4 − z−1(2−2 + 2−7) + z−2(2−2 + 2−3 +
2−6 + 2−7). Similarly if the element n

(4)
43 = z−2 will

be chosen then the element n(4)
33 in the matrix N(4) ac-

quire the value −1−z−12−4+z−2(2−2+2−3+2−6).
The element n

(4)
44 must be equal -1.

N(4) =

⎡
⎢⎢⎢⎢⎣

0 −1 1 0
2−2 + 2−4− 0 −1 − z−12−4+ 2−5

z−1(2−2 + 2−7) z−2(2−2 + 2−3 + 2−6)
+z−2(2−2 + 2−3

+2−6 + 2−7)
1 − z−1 + z−2 0 z−2 −1

⎤
⎥⎥⎥⎥⎦

(32)
In the new matrix N(5) the elements in the last row
and last column can be chosen. Provided that we
choose elements n

(5)
ij in the matrix N(5) in this way

n
(5)
25 = 0, n

(5)
35 = 2−2, n

(5)
45 = 0, n

(5)
55 = −1, we ob-

tain n
(5)
51 = 1− z−1 + z−2, n

(5)
52 = 0, n

(5)
53 = z−2 and

n
(5)
54 = 0 and we get the Eq. (33) from the Eq. (32).

N(5) =

⎡
⎢⎢⎢⎢⎣

0 −1 1 0 0
2−4 − z−1(2−7) 0 −1 − z−12−4 2−5 2−2

+z−2(2−3 + 2−6 +z−2(2−3 + 2−6)
+2−7)

1 − z−1 + z−2 0 z−2 −1 0
1 − z−1 + z−2 0 z−2 0 −1

⎤
⎥⎥⎥⎥⎦

(33)
In the new matrix N(6) the elements in the last row
and last column can be chosen again. In case that

we choose elements n
(6)
ij in the matrix N(6) in this

manner n
(6)
26 = 0, n

(6)
36 = 2−3, n

(6)
46 = 0, n

(6)
56 = 0,

n
(6)
66 = −1, we get n

(6)
61 = z−2, n

(6)
62 = 0, n

(6)
63 =

z−2, n
(6)
64 = 0, n

(6)
65 = 0 and we obtain the Eq. (34)

from the Eq. (33).

N(6) =

⎡
⎢⎢⎢⎢⎢⎣

0 −1 1 0 0 0
2−4 − z−12−7 0 −1 − z−12−4 2−5 2−2 2−3

+z−2(2−6 + 2−7) +z−22−6

1 − z−1 + z−2 0 z−2 −1 0 0
1 − z−1 + z−2 0 z−2 0 −1 0

z−2 0 z−2 0 0 −1

⎤
⎥⎥⎥⎥⎥⎦

(34)

In case that we choose elements n
(7)
ij in the matrix

N(7) in this manner n
(7)
27 = 0, n

(7)
37 = 2−6, n

(7)
47 = 0,

n
(7)
57 = 0, n

(7)
67 = 0, n

(7)
77 = −1, we get n

(7)
71 = z−2,

n
(7)
72 = 0, n

(7)
73 = z−2, n

(7)
74 = 0, n

(7)
75 = 0, n

(7)
76 = 0

and we obtain the Eq. (35) from the Eq. (34).

N(7) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 1 0 0 0 0
2−4 − z−12−7 0 −1 − z−12−4 2−5 2−2 2−3 2−6

+z−22−7

1 − z−1 0 z−2 −1 0 0 0
+z−2

1 − z−1 0 z−2 0 −1 0 0
+z−2

z−2 0 z−2 0 0 −1 0
z−2 0 z−2 0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(35)

Following with this procedure we obtain the matrix
N(14)

s . The matrix N(14)
s is the signal-flow matrix

and from this matrix the circuit can be drawn. The
structure that correspond to the signal-flow matrix
(36) is presented in the Figure 7 with minimum shift
operations. In the Figure 8 A) is shown the equivalent
filter with 16 shift operations and the Figure 8 B) dis-
plays the filter with 5 multipliers. The circuits in the
Figure 7 and 8 have the same impulse response.

N
(14)
s =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 −1 1 0 0 0 0 0 0 0 0 0 0 0

0 0 −1 2−5 2−2 2−3 2−6 2−4 2−7 0 0 0 0 0
1 0 0 −1 0 0 0 0 0 1 0 1 0 0
1 0 0 0 −1 0 0 0 0 1 0 1 0 0
0 0 0 0 0 −1 0 0 0 0 1 1 0 0
0 0 0 0 0 0 −1 0 0 0 1 1 0 0

1 0 z−1 0 0 0 0 −1 0 0 0 0 0 −1
0 0 0 0 0 0 0 0 −1 1 0 0 0 0
0 0 0 0 0 0 0 0 0 −1 1 0 −1 0

0 0 0 0 0 0 0 0 0 0 −1 0 z−1 0

0 0 0 0 0 0 0 0 0 0 0 −1 0 z−1

z−1 0 0 0 0 0 0 0 0 0 0 0 −1 0

0 0 z−1 0 0 0 0 0 0 0 0 0 0 −1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(36)
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Figure 7: Digital filter with 6 shift operation.

Figure 8: Classical circuit of the digital filter. a) with shift
operation, b) with multiplication.

5 CONCLUSION

The method proposed in this paper allows the analysis
of digital networks and the construction of new state
digital filters. Equivalent filters of differing struc-
tures can be found according to various matrix ex-
pansion. By this procedure structures can also be ob-
tained without multipliers. This matrix method syn-
thesis of the digital structures seems to be laborious,
but in fact it is very simple and the effects are satis-
factory when are evaluated using the analysis of the

structures. The parts of the MATLAB programs can
be used for implantation of the low-pass, high-pass
and band-pass state-space filter in digital signal pro-
cessor DSP.
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The problem of prediction is denoted to estimate the 
output of future according to input and output of 
now and past in some system. Since Kolmogorov 
presented a linear optimal predictor in 1941, 
different kinds of trend analysis methods and 
prediction models have been used for forecasting 
and control. In this field, the time series prediction 
model (Box and Jenkins, 1970) and the self-tuning 
predictor (Wittenmark, 1974) were two kinds of 
classical prediction methods. The traditional 
prediction theories based on time series were 
developed from linear auto recurrent moving 
average (ARMA) models. And then these theories 
were extended to nonlinear process. But, if using the 
traditional methods, it needs to solve the following 
problems: system modelling, parameter estimating, 
model modifying and trend forecasting on-line. 

In order to solve these problems, some intelligent 
prediction methods were discussed, in which the 
artificial neural networks with back propagation 
algorithm were used more popularly. Prediction 
based on ANN has made an impact on many 
disciplines. But there are some difficulties in 
prediction, particularly in the prediction of 
multi-variable and non-steady dynamic process. 

Recent years, scientists had done much research, 
and made some progresses in this filed. And we 
have researched predictive models using neural 
networks, such as an ANN-based nonlinear time 
series model for fault detection and prediction in 

marine system (Tang et al., 1998) and an adaptive 
predictor based on a recurrent neural network for 
fault prediction and incipient diagnosis (Tang et al., 
2000). Furthermore a direct multi-step adaptive 
predictor based on a diagonal recurrent neuron 
network was presented for intelligent system 
monitoring (Dou and Tang, 2001). These models 
increased the precision and self-adaptation of 
prediction in a manner. 

However, there existed a problem: former 
prediction methods could only approach or predict 
processes with one dimension variable, such as 
temperature, pressure and flow in an industry 
process, or stock value in the economic process. In 
these cases, every parameter must be separately 
denoted if using a traditional time series model in 
the dynamic process. But there are some objects 
with multiple dimension variable or attributes, and 
must be represented as one predictive model. For 
example, a ship route has two kinds of attributes: 
longitude and latitude. A satellite position has three 
kinds of attributes: longitude, latitude and altitude. 
So the question is how to predict multi-variable 
process using one prediction model. 

This paper discusses self-adaptation prediction 
methods based on ANN, and presents a 
multi-dimension predictive model based on parallel 
diagonal recurrent neuron network with temporal 
difference and dynamic BP combined algorithms for 
time series multi-step forecasting. The paper uses 
this model in data mining of GIS. Some simulation 
resolves show the model is able to predict a ship’s 
route according to its position from global position 
system (GPS). 

 
J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 207–215. 

thtang@cen.shmtu.edu.cn, wtz0@sina.com 

Abstract: This paper presents a new multiple dimension prediction model based on the diagonal recurrent neural 
networks (PDRNN) with a combined learning algorithm. This method can be used to predict not only 
values, but also some points in the multi-dimension space. And also its applications in data mining will be 
discussed in the paper. Some analysis results show the significant improvement to ship route prediction 
using the PDRNN model in database of geographic information system (GIS). 

1 INTRODUCTION 

© 2007 Springer. 
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2 PRINCIPLE OF ANN-BASED 
PREDICTOR 

The basic issue of a predictor can be described as:   
if the past output value series {xt} is known, then  
try to design a predictor to obtain the future output 
value of forward d-step xt+d under the condition      
of the minimum predictive errors. If xt+d is expressed 
as     ,  the model of predictor can be described as 
follows 

),,()(ˆ 1 PtXfdx tt −=              (1) 

Where Xt-1= [x1, x2, …, xt-1]T is the past output value 
vector, i.e. historical data. 

f ( ) is a certain nonlinear function. 
P is the parameter set of the system model. 

The predictor is called the minimum covariance 
optimal predictor, because the covariance of the 
predictive error is used for criterion function J as 
follows 

ˆ( ) mint d t dJ Var x x+ += − →       (2) 

2.1 RNN-based One-step Predictor 

The ANN-based models could be used to construct 
an adaptive optimal predictor for model 
identification, parameter correction and value 
prediction. Assuming that a class of nonlinear 
processing can be represented by a nonlinear 
autoregressive moving average (NARMA) model, 
the NARMA (p, q) model is written as: 

tqtttptttt eeeexxxgx += −−−−−− ),,,,,,,,( 2121    (3) 

Where     is an unknown smooth function, and it 
is assumed that E (et│xt-1, xt-2,… ) = 0 and et has a 
finite variance Var ( et ) = σ 2. In this case, an 
approximated condition mean predictor based on the 
finite past of observations is given by 

( )qtttptttt eeexxxgx −−−−−−= ˆ,,ˆ,ˆ,,,,ˆ 2121  (4) 

Where qtttjxxe jjj −−−=−= ,,2,1ˆˆ  

For NARMA (p, q) modelling and predicting, a 
recurrent neural network (RNN) was presented 
(Connor et al., 1994). The RNN topology is shown 
in Figure 1. This neural network can be used to 
approximate the NARMA (p, q) model. The output 
of the basic RNN-based predictor is 

ˆtx = oW f(S)               (5) 

= + −ih ehs W x W e θ           (6) 

Where f (⋅) is a Sigmoid function vector or other 
finite continuous monotonically increasing function 
vectors; 

S is a state vector of the hidden layer; 
Wih is the weight matrix between the input layer 

and the hidden layer; 
Weh is the weight matrix from feedback units to 

hidden units; 

x = [ xt-1, xt-2, …, xt-p] T is the input vector; 

e = [ et-1, et-2, …, et-q] T is the error vector; 

θ = [θ1, θ2, …, θH] T is a threshold vector; 

Wo is the weight matrix between the hidden layer 
and the output layer. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Recurrent network for NARMA model. 

The parameters of Wo, Wih and Weh are estimated 
by a dynamic BP learning algorithm (Williams and 
Peng, 1990). That is by learning of RNN to 
minimize the following error function: 

N
2

1

1 ˆ( )
2 t t

t p
E x x

= +

= −∑              (7) 

But, just one step prediction will make by the basic 
predictor. So some improvement RNN-based 
predictors had been discussed (Tang, 2000). 
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2.2 RNN-based Multi-step Predictor 

In order to implement the multi-step prediction, the 
NARMA model should be extended to 

( )jdttt eidXgdx −+−= ˆ,)(ˆ)(ˆ        (8) 

Where 

q21jjdxxe tjdtjdt ,,,,)(ˆˆ =−−= −+−+  
 T

1
ˆ ˆ ˆ ˆ( ) ( 1), ( 2), , , , ,t t t t t t pX d i x d x d x x x− −⎡ ⎤− = − −⎣ ⎦

 
   The output of the multi-step RNN model is 

ˆ =t ox W f(S)                    (9) 

Where = + −ih ehS W x W e θ  

And the error function is 
N

1

1 ˆ ˆ(
2 t p

E
= +

= − −∑ T
t t t tx x ) (x x )        (10) 

Using the dynamic BP (DBP) learning algorithm, 
and assuming that the dimensions of the input, error, 
hidden and output matrices could be represented as i, 
e, h, and o, the iteration formulae of the weight 
values of the RNN prediction model can be obtained  

( ) ( )1 En n ∂η
∂

+ = −W W
W
            (11) 

To the weight values of the output layer, there is 

N
( )

1

( )
t p

E∂
∂

×

= +

= − ∑ h o
t

o

I f s e
W

           (12) 

Where ttt xxe ˆ−=                     (13) 

And I is an identity matrix. 

To the weight values between the hidden layer 
and input layer, there is 

N

1

( )( ( )
t p

E ×

= +

∂ ∂ ∂
= − ⋅ ⊗ + ⋅ ⋅

∂ ∂ ∂∑ (i h) (h) T T
eh o t

ih ih

e f sI I x W ) W e
W W s

 (14) 
Where ⊗ is Kronecker product. 

⎥
⎦

⎤
⎢
⎣

⎡
∂

∂

∂
∂

∂
∂
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∂

∂ −−−

ihihihih WWWW
e qttt eee ,,, 21

   (15) 

To the weight values of the hidden layer and 
feedback units, there is 

( ) ( )N

0
1eh

T T
t

t p

E ×

= +

∂⎛ ⎞∂ ∂
= − ⊗ +⎜ ⎟∂ ∂ ∂⎝ ⎠

∑ e h h
eh

eh

f seI I e W W e
W W s

   
(16) 

Where 

⎥
⎦

⎤
⎢
⎣

⎡
∂
∂

∂
∂

∂
∂

=
∂

∂ −−−

eheheheh WWWW
e qttt eee ,,, 21    (17) 

3 DRNN PREDICTIVE MODELS 

In order to obtain the optimal predictive value of the 
future output of the analyzed system based on its 
historical data, a stochastic dynamic model of the 
analyzed system should be set up, which can modify 
the model parameter adaptively. A diagonal 
recurrent neural network (DRNN) was used to 
represent the dynamic process based on NARMA 
model (Dou and Tang, 2001).  

Figure 2 shows the structure of the DRNN-based 
predictive model. The neural network model with 
two inputs and several outputs includes three layers. 
In order to realize direct multi-steps prediction, the 
output layer composes of d linear neural units. And 
the middle layer (i.e. hidden layer) makes up Nh 
nonlinear dynamic neurons whose map function is 
the sigmoid function, and each of the hidden unit 
includes a self-feedback with one step delay 
(recursion layer). The input layer includes two linear 
neurons, and one of them accepts xt-1 as input signal, 
another accepts     , which is one-step delay of the 
output xt. This network can be regarded as a 
parsimonious version of the Elman-type network. It 
has a diagonal structure, that is, there is no 
interaction between different dynamic neurons. 

The transfer function of this network is described 
as follows. Suppose wjk (j =1, 2, …, Nh; k =1, 2, …, 
d) are the connection weights of the output layer, ai 
(i=1, 2,…, Nh) are the connection weights of the 
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Figure 2: DRNN-based predictive mode. 

recursion layer, w1j (j =1, 2, … , Nh) are the 
connection weights of the input xt-1 to each of the 
hidden units, w2j (j = 1, 2, …, Nh) are the connection 
weights of the input     to each of the hidden 
units, the output of the neural unit of the output layer 
is expressed as     , (k =1, 2,…d), the output of an 
neurons of hidden layer is expressed as Oj ( t ), ( j 
=1, 2,…, Nh), the input of the neural unit of the 
hidden layer is expressed as Sj ( t ) (j = 1, 2, …, Nh), 
then the map relations of the DRNN are shown as 
fellows 

hN

1

ˆ ( ) [ ( ) ]t jk j k
j

x k w O t θ
=

= −∑         (18) 

Where  ( ) ( ( ) )j j jO t f S t θ= −            (19) 

1 1 2 1ˆ( ) ( 1)j i i j t j tS t aO t w x w x− −= − + +    (20) 

f (⋅) is Sigmoid function, θ k is the threshold of the 
neural unit of output layer, θ j is the threshold of the 
neuron of hidden layer. The initial conditions of this 
model are Oj (0) = 0 and Sj (0) = 0. So the transfer 
function of the neural network is a nonlinear 
continuous function, and the output of the neural 
network     is an appropriate nonlinear function of 
all input signals (x1, x2, …, xt-1). 

It is known that the supervised learning 
algorithm based on the error between the actual 
output and the anticipant output is not suitable for 
the direct multi-step predictive model. And a neural 
network with the fixed structure and parameters is 
difficult or even impossible to express the inherent 
dynamic performance of the uncertain nonlinear 
systems. For this reason the temporal difference 
(TD) learning algorithm and the dynamic back 

propagation (DBP) algorithm are synthesized for the 
network training. The combined learning algorithm 
will adaptively modify the parameters of the 
predictive model according to the errors between the 
predictive value and the actual detective value. 

Suppose Pt
k is the output of the jth output neuron 

at t time, i.e.     , Pt+1
k-1 is the output of the (k-1)th 

output neuron at t+1 time, i.e.      It is obvious 
that Pt

k and Pt+1
k-1 are the predictive output value of 

the analyzed system at the same time. And they 
should be equal if the prediction is accurate. So the 
Pt+1

k-1 can be used as the expectant output of the Pt
k . 

This is the basis of TD learning algorithm. The 
training error of one learning sample of the DRNN is 
expressed as 

2

0

1 ˆ( ( ))
2

d

t k t
k

E x x k+
=

= −∑         (21) 

According to TD learning algorithm, it can be 
expressed as 

1 2

0

1 ˆ( ( ))
2

d
t

k t
k

E P x k+

=

= −∑         (22) 

Here P0
t+1 is defined as the expectant output of xt at t 

time. 

4 PDRNN BASED MULTIPLE 
DIMENSION PREDICTOR  

One   dimension predictive model can predict an 
object with one variable. A multiple dimension 
prediction model can predict an object with more 
than one kind of attribute at the same time. In the 
multi-dimension prediction model, there are 
different relations in different attributes and the 
relations can be changed by a dynamic process. For 
this reason, ANN-based adaptive predictors must be 
introduced to modify the parameters of a predictive 
model on-line. 

4.1 The Framework of PDRNN  
Model 

In order to solve the predictive problem of objects 
with multi-attributes, this paper presents a new 
multi-dimensional predictive model based on the 
diagonal recurrent neural networks (PDRNN) with a 
parallel combined learning algorithm. Figure 3 
shows the framework of PDRNN model. There are 
four layers in this model, the first layer is the 

1ˆ −tx 1−tx

z-1

z-1

ˆtx 1ˆtx + ˆt dx +  

wjk

w1jw2j

ai

ˆt kx +

1ˆ −tx

ˆ ( )tx k

ˆ ( )tx k
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network input layer; the second layer is the network 
input assignment layer; the third layer is the network 
hidden layer, in which every hidden unit includes a 
self-feedback with one step delayed; the forth layer 
is the network output layer, (the network output 
layer connects with the network input layer through 
one-step feedback). There are n dimension variables 
to input paralleled in the network input layer.  

4.2 The Mathematical Description 

As shown in Figure 3, there are p input units in the 
network input layer, every input unit has n 
dimension variables,     can be obtained by   
with one step delayed, so each attribute variable has 
p-1 input values in this network every time in fact. 
The network input assignment layer assigns n values 
of each variable to n sub-input layers paralleled, as 
shown in equation (23). The hidden layer has n 
sub-hidden layers paralleled, every sub-hidden layer 
has Nh

l (the number of sub hidden layer, l =1, 2, …, 
n ) nonlinearity units with S functions or T func-
functions, the value of Nh

l can be changed, and every 
sub-hidden layer has self-feedback with one step 
delayed. In this network, n paralleled sub-networks 
consisted of the sub-input layers and sub-hidden 
layers, all the parallel sub-networks respectively 
train different attributes at the same time. This  

network neglected the relations in the different 
attributes and attribute values. There are d linear 
units in the network output layer, which can do 
d-step prediction at most. The mathematical model 
could be described as follows. The network input 
layer is 

],,,[ 1 pttt XXX −−  

Where  1 2, , , n
t i t i t i t iX X X X− − − −⎡ ⎤= ⎣ ⎦       (23) 

i = 1, 2, …, p  

The l th parallel sub-network’s sub input layers: 

1, , ,l l l
t t t pX X X− −⎡ ⎤⎣ ⎦              (24) 

 

The l th parallel sub-network’s sub hidden layers: 

( ) ( ( ) )l l l
j j jO t f S t θ= −           (25) 

In equation (25), at every t time,    is the output of 
the j th hidden unit in the l th parallel sub-network, 
is Sigmoid function or Tangent function. And there 
is 

0
( ) ( 1)

p
l l l l l
j j j ij t i

i
S t a O t w X −

=

= − + ∑     (26) 

Where       is the sum of all the inputs in the jth 
hidden layer of the l th parallel sub-network; 

( )l
jS t

1
ˆ

tX +tX

l
jO

Figure 3: Multi-dimension predictive model based on PDRNN. 
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ghts between the sub-input layer and sub-hidden 
layer of the l th parallel sub-network; 

    is the self-recurrent layer’s relative weights 
of the jth hidden unit in the lth parallel sub-network. 

If       is defined as the output of the k th 
output unit and includes all the attribute values at 
this time, the output variables of the network model 
could be written by equation (27) as below 

1 2ˆ ˆ ˆ ˆ n
t k t k t k t kX X X X+ + + +

⎡ ⎤= ⎣ ⎦
    (27) 

Where      
hN

1

ˆ ( )
l

l l l
t k jk j

j
X w O t+

=

= ∑       (28) 

is the kth output layer’s output of the l th attribute at 
t time, in which k = 1, 2, …, d, and l = 1, 2, …, n.  
In the initialization, the threshold value of all the 
nerve units were neglected at every t time, and 

(0) 0l
jO =  

5 THE LEARNING ALGORITHM 

In the ideal condition,      is equal to      , 
but usually there are some errors in practice. It could 
be represented by following error function. 

( )2

0

1 ˆ
2

d
l l l

t k t k
k

e X X+ +
=

= −∑        (29) 

( )
ˆ ˆ ( )ˆ

ll l
l l lt k
t k t k jl ll

jk jkt k

Xe e X X O t
w wX

+
+ +

+

∂∂ ∂
= = − −

∂ ∂∂           
(30) 

Where     are  the  normalized  weights  between the 
sub hidden layer and sub output layer of the l th 

paralleled sub-network. The formula corrected of         
as follows 

( 1) ( )

ˆ( ) ( ) ( )

l
l l l
jk jk l

jk

l l l l l
jk t k t k j

ew t w t
w

w t X X O t

ξ

ξ + +

∂
+ = −

∂

= + −

        (31) 

Where   is learning parameter of the lth attribute’s 
output layer,     is the normalized (relative) ful- 
filment weights between the sub input layer and 
sub hidden layer of the l th paralleled sub-network. 

( )
0

ˆ ( )
ˆ ( )

( )ˆ

lll l
jt i

i l ll
ij j ijt i

ld
jl l l

t k t k jk l
k ij

O tXe e
w O t wX

O t
X X w

w

+

+

+ +
=

∂∂∂ ∂
=

∂ ∂ ∂∂

∂
= − −

∂∑
  (32) 

The formula is corrected for     as follows 

( 1) ( )
l

l l l
ij ij l

ij

ew t w t
w

η ∂
+ = −

∂
          (33) 

Where   is learning parameter of the l th attribute’s 
input layer. 

For the self-recurrent layer’s relative weights, the 
formula is corrected for     as follows 

0

ˆ ( )
ˆ ( )

ˆ( ) ( )

lll l
jt k

l l ll
j j jt k

d
l l l l
t k t k jk j

k

O tXe e
a O t aX

X X w P t

+

+

+ +
=

∂∂∂ ∂
=

∂ ∂ ∂∂

= − −∑
      (34) 

Where 
l

l
j l

j

eP
a

∂
=

∂
, and (0) 0l

jP =  

So the update formula can be obtained as follows 

( 1) ( )
l

l l l
j j l

j

ea t a t
a

μ ∂
+ = −

∂
         (35) 

Where     is the learning parameter of the l th 
attribute’s self-recurrent layer. 

The learning procedure is firstly to adjust the 
network framework, make sure of the number of 
input layers, hidden layers and output layers, and the 
number of maximal learning steps. The above 
parameters are significant for predictive accuracy. 
Second initialize the network (for new data, the 

l
jkw

lξ

Iμ

ˆ
t kX +

ˆ l
t kX +

l
t kX +

l
jkw

l
ijw

lη

l
ja

l
ja

            is the normalized (relative) fulfilment wei-l
ijw

This paper combines the TD and DBP method to 
train PDRNN model. If       as  the k th  output of 
the l th attribute at t time, is the predictive value of the 
l th attribute at t+k time,      is real value of the 
l th attribute at t+k time in the future. 

Equation (29) is the training error of the l th attribute 
at t+k time. Here use a DBP method to correct 
relative weighs. The learning algorithm is as follows 

ˆ l
t kX +

l
t kX +
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initialization is random), then ANN begins learning. 
Equation (29) serves as a standard to judge the 
predictive value of each attribute. In order to avoid 
the learning of ANN falling into a dead area, the 
learning step could be adjusted according to 
different attribute values. Here a “ e ” function was 
presented, equation (36) serves as a standard to 
judge the predictive values of all the attributes. 

∑
=−

=
n

kt
tE

kn
e 1             (36) 

And       2

1
( )

m
l

t t
I

E e
=

= ∑              (37) 

Where   is the error between the real value and the 
predictive value of the l th attribute at t time,      
can be changed according to different attributes. e  
is the average error, used to judge the convergence 
of the multi-dimension predictive model based on 
PDRNN. Because the initialization is random, the 
first couple of predictive values may be not very 
good, e  is computed from the kth prediction value. 
The training will be stopped when e is up to 
standard, or reset up the network framework until 
e  confirms to requirements. 

6 SIMULATIONS 

The prediction based on PDRNN extends 
ANN-based time series prediction model from a 
single attribute to a multi-attribute. Figure 4 is a 
three-step predictive value contrasting with real 
values of straight line, real lines are real values, “*” 
indicates the predictive values. The points of straight 
line have two kinds of attributes, every parallel 
sub-network has ten sub input layers and fifteen sub 
hidden layers. T function is used in the hidden units, 
the maximum of e is 2.265e-5, e  is 8.36e-8. 

Figure 4: Predictive value contrasting. 

 

Figure 5: Prediction of nonlinearity. 

Figure 5 is a three-step predictive value of 
nonlinearity as follows 

 

Figure 6 is a three-step predictive value of 3D 
curve contrasting with real value, T function is used 
in the hidden units, every parallel sub-network only 
has ten sub input layers and fifteen sub hidden 
layers. The learning step of 3D curve is more than 
2D curve. The maximum predictive error of 3D 
curve is 0.0011, e  is 8.265e-4. 

Figure 6: Prediction of 3D curve. 

 

An application process for GIS in Marine 
Engineering with the predictor based on PDRNN is 
shown in figure 7. 

In the system, data recorded abundant ship 
positions from GPS, and established a database 
through ACCESS. After data pre-processing, the 
ship route could be selected and drawn in an  
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electronic chart. Using the PDRNN predictor the 
tracking of the ship route could be forecasted.  

The process of ship route prediction by means of 
a PDRNN model is as follows: first, get the 
distribution data of the ship’s position from GPS 

 

Figure 8: The ship route in GIS.  

 

Figure 9: The prediction of ship route. 

7 CONCLUSIONS 

As mentioned above, the NARMA models based on 
the recurrent neural networks with a TD-DBP 
algorithm is suited for trend prediction. This paper 
presents a multi-dimension predictive model based 
on PDRNN. This predictor has the advantages as 
follows: 

(1) A multi-dimension prediction model based on 
PDRNN has been proposed;  
(2) The new predictor has the advantages in simple 
architecture with parallel subnetworks and high 
adaptation through on-line learning;  
(3) The simulations have shown the predictor has 
accurate nonlinear and stochastic prediction ability. 
(4) The “ e ” function can judge if the whole 
network structure confirms to requirements, and has 
presented an “input plus” method, which can reduce 
the training time.  
 
The application in ship routing prediction shows the 
new predictive model is better to predict a multiple 
dimension dynamic process. 
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Abstract: The paper considers the discrete-time linear time-invariant systems affected by input disturbances. The goal is
to construct the robust model predictive control (RMPC) law taking into account the constraints existence from
the design stage. The explicit formulation of the controller is found by exploiting the fact that the optimum of
a min-max multi-parametric program is placed on the parameterized vertices of a parameterized polyhedron.
As these vertices have specific validity domains, the control law has the form of a piecewise linear function of
the current state. Its evaluation replaces the time-consuming on-line optimization problems.

1 INTRODUCTION

Model Predictive Control (MPC) enjoys a remarkable
reputation among the control design techniques for
process industries. In the beginnings, practitioners
used MPC in the unconstrained closed forms due to
its simplicity and versatility and dealt with the con-
straints violation a posteriori. In the ’90s, theoreti-
cians underlined the fact that constraints could be in-
cluded at the design stage with excellent results to-
wards the feasibility, stability or robustness. The
inconvenience of these schemes, which represented
also an impasse in applying the constrained predic-
tive control to high sampling rate systems, was the
relative high complexity of the optimization problem
to be solved at each sampling period. Lately, the con-
strained MPC paradigm was reformulated in terms of
LMI ((Kothare et al., 1996) and later related litera-
ture) with great expectations towards the reduction of
computational time. Even if the optimization prob-
lems earned interesting structural properties, the class
of system to be controlled was still limited due to the
fact that the computational effort per sampling time is
important.

An improvement from the on-line computational
point of view can be achieved if the explicit solution
of the MPC optimization problem is constructed. In
this way, at each sampling time, a (control) function
has to be evaluated and the use of iterative optimiza-
tion routines is avoided. In the case of linear systems

with linear/quadratic criteria the explicit solution can
be stated as a piecewise affine function of the system
state.

Regarding the effective construction of explicit so-
lutions, it is known that the MPC strategy is based
on a multi-parametric optimization problem due to
the fact that both the global optimum and the set of
constraints are parameter dependent. In the nomi-
nal case corresponding with a quadratic optimization
problem and linear constraints, the explicit solution
was investigated with success using an algebraic ap-
proach in (Bemporad et al., 2002b), using geomet-
rical arguments in (Seron et al., 2002), (Olaru and
Dumur, 2004) and lately based on dynamic program-
ming in (Goodwin et al., 2004). These alternative
approaches with different maturity degrees converged
towards similar formulations and thus represent valu-
able control design techniques.

In the case of robust MPC, the explicit solution is
somehow more difficult to achieve as the optimiza-
tion problem remains a multi-parametric one but is
based on a min-max cost function. It was success-
fully tackled in studies like (Bemporad et al., 2001)
using methods based on the exploration of the param-
eters space and the KKT optimality conditions but the
alternative fully geometrical methods (using the dou-
ble description of the feasible domain) do not present
similar solutions so far. The current work is trying
to compensate this setback through the construction
of the complete explicit solution for the robust MPC
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problems using the concept of parameterized polyhe-
dra (Loechner and Wilde, 1997) and their correspon-
dent parameterized vertices. It is shown that the op-
timal solution is founded on a combination of such
parameterized vertices and entire family of solution
can be idetified.

In the following, Section 2 formulates the robust
MPC problem and the related optimization. Section
3 details the optimization problem, Section 4 presents
the robust MPC explicit solution, while in Section 5
the procedure is applied to a particular example.

2 ROBUST MPC FORMULATION

Model-based Predictive Control strategy implies the
minimization of a cost function based on the predicted
plant evolution. This strategy is also called the reced-
ing horizon principle and differs from one algorithm
to another by the plant model chosen or by the cost
function considered.

2.1 The Model

Consider a discrete-time linear time-invariant system
affected by an input disturbance:

xt+1 = Axt +But + Evt (1)

and subject to a set of linear constraints:

Cxt +Dut ≤ d (2)

The vectors xt ∈ R
n and ut ∈ R

m represent the
states and inputs while vt ∈ R

p is the unknown vector
of disturbances lying inside a polytope containing the
origin defined by a set of linear constraints:

V = {v |Mv � l; l � 0} (3)

In the following, the pair (A,B) is supposed to be sta-
bilizable and it is assumed that the full measurement
of the current state is available at each time t.

2.2 The Optimal Control Problem

MPC is an optimization based technique. In opposi-
tion to the nominal case where quadratic cost func-
tions are used (Maciejowski, 2002), (Rossiter, 2003),
in the case of models affected by disturbance, a min-
max optimization is preferred, resulting a RMPC for-
mulation:

min
ut,...,ut+Nu−1

{
max

vt,...,vt+N−1

{
SPλ

(xt+N |t)+

+
N−1∑
k=1

∥∥Qxt+k|t
∥∥
∞ +

Nu−1∑
k=0

‖Rut+k‖∞
}} (4)

s.t.: Cxt+k|t +Dut+k � d, k = 1, . . . , N

Mvt+k � l, k = 0, . . .N − 1
xt+k+1|t = Axt+k|t +But+k + Evt+k,

k � 0, xt+N |t ∈ Pλ

(5)

with Q,R weighting matrices,‖∗‖∞ �
maxi=1,...,r

(∗i
)
, where ∗i is the i-th element

of the vector ∗ ∈ R
r. The state predictions xt+k|t

are obtained based on the current state vector xt and
by applying the input sequence ut, . . . , ut+Nu−1, to
model (1) over a control horizon. Note that, in the
general case, the control (Nu) and the prediction (N )
horizons might be different if the control vector has
a fix formulation for Nu � k � N . Conversely,
the disturbance sequence vt, . . . , vt+N−1 affects the
prediction over the whole prediction horizon.

The stability of the MPC scheme depends on the
chosen horizons and on the terminal cost. In order to
guarantee the stability, an infinite prediction horizon
should be used. Such a choice transforms (4)-(5) in an
intractable problem. The solution is then to choose a
finite prediction horizon and to consider that after this
point the system trajectory is brought inside a posi-
tively invariant set, Pλ, that can be computed off-line
(Kerrigan, 2000). To this terminal region a function
SPλ

(x) can be associated, appearing in (4) as a termi-
nal cost penalizing the evolution from N to ∞.

Applying a receding horizon strategy the optimiza-
tion (4)-(5) is solved at each sampling time t us-
ing the measured state vector xt (playing the role
of parameter for the optimization). If k∗

u(xt) ={
u∗t , . . . , u∗t+Nu−1

}
is the solution to (4)-(5), the in-

put applied to the system (1) is the first value of this
sequence k∗

u(xt) such that ut = u∗t , the other values
are abandoned and the procedure is restarted.

2.3 Open Loop vs. Closed Loop
Prediction

A special concern must be given to the choice of the
control horizon. Indeed, this parameter is sensitive
as it reflects the number of degrees of freedom avail-
able to ensure the constraints fulfillment for all possi-
ble combinations of disturbances. On the other hand,
with less control alternatives the computational load
is diminished. In the robust MPC case, the control
horizon is generally equal with the prediction horizon
Nu = N , as the cumulative effect of the worst case
disturbances needs an important control counterpart.

min
ut

{
max
vt

{
min

ut+1
. . . min

ut+Nu−1

{
max

vt+Nu
,..,vt+N−1

SPλ
(xt+N|t) +

N−1∑
k=1

∥∥∥Qxt+k|t
∥∥∥∞ +

Nu−1∑
k=0

∥∥Rut+k

∥∥∞
⎫⎬
⎭ . . .

⎫⎬
⎭
(6)

This constrained optimization provides a robust
control sequence but is quite conservative as it is con-
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sidered for all disturbance realizations ignoring that
measurements are available as time progresses. The
control potential is improved if a feedback approach
is adopted resulting in a nested min-max formulation:

min
ut

{‖Rut‖∞ + max
vt

{∥∥∥Qxt+1|t
∥∥∥∞ +

+ min
ut+1

{. . . + min
ut+Nu−1

{∥∥Rut+Nu−1
∥∥∞ +

+ max
vt+Nu−1,...,vt+N

{
SPλ

(xt+N|t)+
N−1∑

k=Nu

∥∥∥Qxt+k|t
∥∥∥∞

⎫⎬
⎭ · · ·

⎫⎬
⎭

This represents a closed loop formulation as men-
tioned in studies like (Scokaert and Mayne, 1998).
A great advantage is the avoidance of the feasibility
problems in comparison with the open-loop formula-
tions.

3 ROBUST MPC AS A
MULTI-PARAMETRIC
OPTIMIZATION

The robust model predictive control problem formu-
lated before is based on the on-line solving of the as-
sociated min-max optimization problem:

min
ku

max
kυ

J(xt,ku,kυ)

subj. to Finku +Ginkυ � hin +Hinxt

(7)

with ku =
{
ut, .., ut+Nu−1

}
, kυ = {vt, .., vt+N−1}

and a convex cost function J(xt,ku,kυ) based on a
sum of ∞-norm terms. Fin, Gin, hin, Hin translate
in a compact form the set of constraints in (5). Both
the cost function and the set of constraints depend on
the current state vector xt which plays the role of a
parameter. This parameterization of the optimization
problem to be solved at each sampling time trans-
forms the on-line location of the minimum argument
in a computationally prohibitive task. The alternative
solution is to explicitly formulate off-line the optimal
solution k∗

u(xt) in terms of a piecewise linear func-
tion and further evaluate this function on-line.

3.1 The Inner Optimization

The influence of the disturbances in the form (7) can
be examined by the reconsideration of the extremal
possible combination of vertices in V for each pre-
diction stage completing the sequence kυ.

vt ∈ V ⊂ R
p ⇒ kυ ∈ V N ⊂ R

N×p (8)

Remark: For the inner optimization, the set of con-
straints is constituted only by the inequalities defining
the polyhedral domain as in (3) and the constraints
imposed by the system dynamics in (1). This fact
is transparent from the definition of the predictive

control law, which allows any combination of distur-
bances satisfying (3). If one of these combinations is
not allowed by the set of constraints in (7), it means
in fact that the MPC law is infeasible.

Taking into account the convexity of the objective
function and the previous remark, it can be concluded
that the optimum for the inner optimization in (7) is
on the border of the feasible domain, more precisely
on one of the vertices of V N as long as it is defined
as a polytope. Thus (7) becomes:

min
ku

max
vkυ

J(xt,ku,kυl
)

subj. to Finku +Ginkυl
� hin +Hinxt

l ∈ L,kυl
∈ V N

(9)

with L = {1, 2, . . . , Nv} and Nv the number of ver-
tices in V N .

This means that the inner optimization in (7) will
act only on the set of vertices in V N . Further this
may be written as:

min
ku,μ

μ

subj. to Finku +Ginkυl
� hin +Hinxt

J(xt,ku,kυl
) � μ

l ∈ L,kυl
∈ V N

(10)

3.2 The Outer Optimization
Problem

An impediment in finding the explicit solution for (7)
is the expression of the cost function, given as a col-
lection of ∞-norm terms. In order to avoid the in-
herent difficulty of handling it, an equivalent linear
program (LP) (Kerrigan, 2004) formulation must be
achieved based on the idea that each ∞-norm term
can be bounded. The optimization problem is equiva-
lent with the minimization of the sum of these bounds.
This is resumed by the following result where the cost
function is considered as a sum of ∞-norm terms lin-
ear in the vector of unknowns x and parameters p (to
identify them, one can observe that for a fix sequence
kv = ct and noting x = ku and p = xt in (7), the
cost function is a sum of ‖Six + Pip + si‖∞ terms,
with Si, Pi, si defined after case).

Proposition 1. The formulations (1) and (2) are
equivalent:

(1)

K(p) = arg min
x

J(x,p) =

= arg min
x

n∑
i=1

‖Six + Pip + si‖∞
subject to Ainx � bin +Binp
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(2)

K(p) = argmin
ρ,{σi},x

ρ

subject to

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

- 1σi � Six + Pip + si � 1σi,

1 � i � n
n∑

i=1

σi � ρ

Ainx � bin +Binp

where σi, ρ ∈ R and 1 is a vector with unit entries.

3.3 RMPC Multi-parametric
Optimization Problem

With the previous two transformations, the optimiza-
tion (7) can be rewritten as:

ku ∗ (xt) = argmin
ρ,ku,{σj

i}
ρ

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

- 1σj
i � Siku + Pixt +Wikυl

+ si � 1σj
i ,

1 � i � n, 1 � l � Nv⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

n∑
i=1

σ1
i

...
n∑

i=1

σNv

i

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

� 1ρ

Finku +Ginkυl
� hin +Hinxt,

1 � l � Nv

(11)
Example 1: To illustrate these transformations, con-
sider the parameter-free optimization (Figure 1):

min
x1

max
x2

∥∥∥∥ 2x1 + x2 − 3
x1 − x2 + 1

∥∥∥∥
∞

+
∥∥∥∥ x1 − 2x2 + 1

2x1 + 3x2 − 7

∥∥∥∥
∞

subject to

{
x2 ∈ [ - 1,1]
x1 ∈ [0, 6]

Using the previous transformation this is equivalent
with:

min
x1,σ1,σ2,σ3,σ4,ρ

ρ

s.t. -

[
σ1

σ1

]
�
[

2x1 − 2
x1

]
�
[
σ1

σ1

]
;

-

[
σ2

σ2

]
�
[

2x1 − 4
x1 + 2

]
�
[
σ2

σ2

]
;

-

[
σ3

σ3

]
�
[
x1 − 1
2x1 − 4

]
�
[
σ3

σ3

]
;

-

[
σ4

σ4

]
�
[

x1 + 3
2x1 − 10

]
�
[
σ4

σ4

]
;

σ1 + σ3 � ρ;σ2 + σ4 � ρ;x1 ∈ [0, 6]

which can be tackled by any LP solver with solution:

[x1 σ1 σ2 σ3 σ4 ρ]
∗ = [2.33 4.33 5.33 1.33 2.66 9.66]
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Figure 1: Cost function for example 1.

4 THE EXPLICIT SOLUTION

In the following, the close form of the RMPC law is
the main objective. It can be expressed as a func-
tion of parameters if a procedure of describing the
explicit solution of multi-parametric linear programs
(MPLP) is available. The literature on MPLP con-
tains the works of Gal and Nedoma (Gal and Nedoma,
1972) and further developments to linear, quadratic,
non-linear or mixed-integer solvers (Borelli, 2003).
Another procedure will be proposed here focusing on
the set of constraints and its geometrical represen-
tation. The feasible domain will be expressed as a
parametrized polyhedron. Due to the reformulation
of the optimization problem, the use of mixed vari-
ables is avoided. Thus the resulting algorithm dif-
fers from the solutions based on branch and bound
methods or other mixed integer linear solvers, being
mainly focused on the enumeration of the edges of an
augmented dimension polyhedron.

4.1 Parameterized Polyhedra

A system of linear constraints defines a polyhedron:

P = {x ∈ R
n |Aeq x = beq;Ainx � bin} (12)

by dual Minkowski representation of generators
(Schrijver, 1986):

P = conv.hull {x1, . . . ,xv}+
+cone {y1, . . . ,yr} + lin.spaceZ

(13)

where conv.hullX denotes the set of convex combi-
nations of points in X , coneY denotes nonnegative
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combinations of unidirectional rays and lin.spaceZ
represents a linear combination of bidirectional rays.
It can be rewritten as:

P =

{
x|x =

v∑
i=1

λixi +
r∑

i=1

γiyi +
l∑

i=1

μizi

}

0 � λi � 1,
v∑

i=1

λi = 1 , γi � 0 , ∀μi

(14)
Remark: The generators saturate all the equalities, the
lines saturate all the constraints and only the rays and
the vertices can verify but not saturate a part of the
inequalities.

The geometrical computations might be burdened
by the differences that have to be taken into consid-
eration between rays and lines. These problems are
overcome with an homogenous representation (Wilde,
1993):

D =

⎧⎪⎪⎨
⎪⎪⎩
(
ξ x
ξ

)
∈ R

n+1

∣∣∣∣∣∣∣∣
Âeq

(
ξ x
ξ

)
= 0

Âin

(
ξ x
ξ

)
� 0

⎫⎪⎪⎬
⎪⎪⎭
(15)

Âeq = [ Aeq−beq ] Âin =
[

Ain −bin

0 · · · 0 1

]
(16)

The original polyhedron P is found intersecting D
with the hyper-plane of equation ξ = 1. Following
the same change of dimension, the rays, vertices and
lines have a similar unified homogenous description:

Ŷ =
[

Y X
0 · · · 0 1 · · · 1

]
; Ẑ =

[
Z

0 · · · 0
]

(17)

and the generators representation will be:

D =
{(

ξ x
ξ

)∣∣∣∣
(
ξ x
ξ

)
= Ŷ λ′ + Ẑμ;λ′ � 0

}
(18)

A parameterized polyhedron is defined in the implicit
form by a finite number of inequalities and equali-
ties but the affine part depends linearly on a parameter
vector p for both equalities and inequalities:

P ′(p) =
{
x ∈ 
n |Aeq x = Beqp + beq;

Ainx � Binp + bin} =

=

{
x(p)| x(p) =

v∑
i=1

λi(p)xi(p)+

r∑
i=1

γiyi +
l∑

i=1

μizi

}

0 � λi(p) � 1,
v∑

i=1

λi(p) = 1 , γi � 0 , ∀μi

(19)

where zi are the lines, yi are the rays, xi are the ver-
tices and μi, γi, λi the corresponding coefficients.

Remark: Only the vertices are concerned by the pa-
rameterization of the polyhedron (parameterized ver-
tices xi(p)), the rays and the lines do not change with
the parameters’ variation.

The parameterized polyhedron P ′(p) can be writ-
ten as a non-parameterized polyhedron in an aug-
mented space as:

P̃ ′ =
{(

x
p

)
∈ R

n+m

∣∣∣∣
[Aeq | − Beq]

(
x
p

)
= beq

[Ain| − Bin]
(

x
p

)
= bin

⎫⎪⎪⎬
⎪⎪⎭

(20)

with a homogenous representation given by:

D̃ =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

(
ξ x
ξ p
ξ

)
∣∣∣∣∣∣∣∣∣∣∣

Ãeq

(
ξ x
ξ p
ξ

)
= 0

Ãin

(
ξ x
ξ p
ξ

)
� 0

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

=

=

{(
ξ x
ξ p
ξ

)∣∣∣∣∣
(

ξ x
ξ p
ξ

)
= Z̃λ̃+ Ỹμ̃; μ̃ � 0

}

(21)
where Ỹ, Z̃ are as in (17), the matrices:

Ãeq = [Aeq| −Beq| − beq] ;

Ãin =
[

Ain −Bin −bin

0 · · · 0 0 · · · 0 1

]

and λ̃, μ̃ are free-valued column vectors.
The form (19) faces an important difficulty as it

contains unknown parts, i.e. the parameterized ver-
tices xi(p).

The parameterized vertices corre-
spond to m-polyhedra in the augmented
(data(Rn)+parameter(Rm)) space as in (20);
consequently the original vertices are:

xi(p) = Projn
(
Fm

i (P̃ ′) ∩ S(p)
)

(22)

where Projx (.) projects the combined space R
n+m

onto the original space R
n and S(p) is the affine sub-

space:

S(p̂) =
{(

x
p

)
∈ R

n+m
∣∣p = p̂

}
(23)

and Fm
i (P̃ ′) is a m-face of P̃ ′ found as the inter-

section between P̃ ′ and the supporting hyperplanes
(Loechner and Wilde, 1997).

For each face of the polyhedron P̃ ′, a set of ac-
tive constraints is well defined, resulting in the fact
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that each point
(

xi(p)T pT
)T ∈ Fm

i (P̃ ′) lies in a
subspace of dimension m and thus x and p are related
by: [

Aeq

Āini

]
x =

[
A′

eq

B̄′
ini

]
p +

[
beq

b̄ini

]
(24)

where Āini , B̄
′
ini
, b̄ini are the subset of the inequal-

ities defined previously, satisfied by saturation. If the

matrix
[

AT
eq ĀT

ini

]T
is not invertible, it corre-

sponds to faces Fm
i (P̃ ′)where for one given p more

than one point x ∈ R
n is feasible and such combi-

nations do not match a vertex of P ′(p). In fact this
case corresponds to the zones where P ′(p) changes
its shape.

In the invertible case, the dependencies could be
rewritten:

xi(p) =
[

Aeq

Āini

]−1 [ B′
eq

B̄′
ini

]
p+

+
[

Aeq

Āini

]−1 [ beq

b̄ini

] (25)

For the implementation of these theoretical results,
an enumeration of the m-faces must be available to-
gether with the k(> m) generators of each face
Fm

i (D̃) in a homogenous representation. If the pro-
jections:

Prn

(
ξ xi(p)
ξ p
ξ

)
=
(
ξ xi(p)
ξ

)
; (26)

Prm

(
ξ xi(p)
ξ p
ξ

)
=
(
ξ p
ξ

)
(27)

are defined, then (22) could be rewritten as:(
ξ xi(p)
ξ

)
= Pr

n
(Fi) Pr

m
(Fi)−1

(
p
ξ

)
;

Fi =

[(
ξ xij(p)
ξ p
ξ

)]
, j = 1..k

(28)

The case when the right inverse Prm(Fi)−1 does
not exist results in the already mentioned conditions
of an m-face that does not define a unique vertex of
P ′(p).

Remark: Numerical methods (Leverge, 1994) exist
for implementing the double description of polyhedra.
The polyhedral duality allows both transformations,
from constraints to generators and conversely ((Lev-
erge, 1994), (Loechner and Wilde, 1997), (Motzkin
et al., 1953), (Schrijver, 1986), (Wilde, 1993) ).

4.2 Explicit Solution of LP

Recalling the problem to be solved similar to (11):

x∗(p) = argmin
x

fTx

subject to Ainx � Binp + bin
(29)

with the optimal solution as a piecewise affine func-
tion of the parameter.

Consider now a fixed parameter pct . When ana-
lyzing the optimization problem (29) corresponding
to this value, a geometrical point of view can be used,
as in Chernikova algorithm (Leverge, 1994).

Proposition 2. For a linear problem three cases may
arise:

a) If the associated polyhedron P =
{x|Ainx � Binpct + bin} is empty, the problem is
infeasible;

b) If there exists a bidirectional ray z such that
fT z �= 0 or there exists a unidirectional ray y such
that fTy � 0, then the minimum is unbounded;

c) If all bidirectional rays z are such that
fT z = 0 and all unidirectional rays y are such
that fTy � 0, then the minimum is defined by:
min

{
fTxi|xi vertex of P

}
and the solution is:

S = conv.hull {x′
1, . . . ,x

′
s}+

+cone {y′
1, . . . ,y

′
r} + lin.spaceP

where x′
i are the vertices attaining the minimum and

y′i are such that fTy′
i = 0.

Now extending this perspective to the multi-
parametric case for each p ∈ R

n , a similar result
can be established.

Proposition 3. The solution of a multi-parametric
linear optimization problem is characterized by the
followings:

a) If there exists a bidirectional ray z such that
fT z �= 0 or there exists a unidirectional ray y such
that fTy � 0, then the minimum is unbounded;

b) For the sub domains of the parameter space
Difez ∈ R

n with the associated polyhedron P =
{x|Ainx � Binp + bin} empty while p ∈ Difez ,
the problem is infeasible (this can be restated in
terms of parameterized vertices: ”for the sub domains
where no parameterized vertex is available, the prob-
lem is infeasible”);

c) If all bidirectional rays z are such that fT z = 0
and all unidirectional rays y are such that fTy � 0,
then the sub domains Dk can be defined such that the
minimum:

min
{
fTxi(p)|xi(p) vertex of P (p)

}
is attained by the same subset of vertices of . The
complete solution for this sub domain is:

Sk(p) = conv.hull {x′
1k(p), . . . ,x′

sk(p)}+

+cone {y′
1, . . . ,y

′
r} + lin.spaceP (p)
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where x′
i are the vertices corresponding to the mini-

mum and y′
i are such that fTy′

i = 0.
One has to observe that our goal is to find the ex-

plicit solution for the LP derived from the optimiza-
tion problem in robust MPC which has some particu-
larities:

• The linearity space is empty since the cost function
is positive convex.

• There is no unidirectional ray such that because this
will imply that the cost function is not convex.

• A single value in Sk(p) is to be used on-line in
MPC.

Proposition 4. The solution of a multi-parametric
linear optimization problem within robust MPC satis-
fies:

a) The problem is infeasible for the sub domains
Difez ∈ R

n where no parameterized vertex is avail-
able;

b) Sub domains Dk are defined as the
zones for which the solution Sk(p) =
conv.hull {x′

1k, . . . ,x
′
sk} is given by the same

set of parameterized vertices satisfying:

fTx′
1k = . . . = fTx′

sk =

= min
{
fTxi(p)|xi(p) vertex of P (p)

}
Remark: As the parameters in (29) vary inside the

parameter space, the vertices of the optimization do-
main may split, shift or merge. The global optimum
will follow this evolution within the parameter space
as the optimum is a continuous function of parameter.

From a practical point of view the implementation
of this result is direct and follows the steps:

1. Find the expression of the parameterized feasible
domain in the augmented data+parameter space:

Ainx � Binp+bin ⇔ [ Ain|−Bin ]
[

x
p

]
� bin

2. Find them-vertices where n is the dimension of the
parameter space.

3. Retain only those corresponding to parameterized
vertices by ignoring those with non-invertible pro-
jection on the parameter space

4. Compute validity domain Dk for each parameter-
ized vertex

5. Compare each pair of vertices. In the case of a non-
empty intersection of their validity domains, split
them using the linear cost function. The final ex-
pression will be a union of regions corresponding
to the parameterized vertices containing the opti-
mum.

A special attention must be given to the step 5 with
the iterative comparison of the vertices and their va-
lidity domains. A possible routine may be based on
the following procedure.

procedure CutDomains (VD: the set of
all validity domains)

n=cardinal (VD)
i=1; j=2
while i<n+1
while j<n+1
if V Dj ∩ V Di �= ∅
if fT xi � fT xj then V Dj = V Dj − V Di

if fT xj � fT xi then V Di = V Di − V Dj

j=j+1
endif
end
i=i+1
end

Remark: The procedure is initialized with the set
of validity domains obtained after the edges’ enumer-
ation (step 2).

Remark: The difference of two convex domains is
not a close operation and thus the output of the proce-
dure is a union of convex sub domains of the param-
eters space which do not necessarily cover the entire
R

m (step 4).
From the RMPC point of view, the difference:

ℵ = R
m\ {∪Dk; k = 1..nD} (30)

describes the regions of infeasible parameters.
Once the set of parameter space sub domains Dk

created, it can be used in an on-line optimization find-
ing the control sequence for robust MPC.

Algorithm (on-line solver)

1. Find the appurtenance set Dk; k = 1..nD for the
current parameter p. Return infeasible if no Dk is
found.

2. Compute kuMP C = xk(p) using the piecewise for-
mulation of the parameterized vertices as in (25)
and effectively apply the first component.

3. Restart from 1 with the new p.

One may remark that the evaluation mechanism for
the first step of this algorithm can be logarithmic in
the number of partitions (Tondel et al., 2003) and thus
efficient with respect to the involving on-line opti-
mization solvers.

5 EXAMPLE

Consider the model (Scokaert and Mayne, 1998):

xt+1 = xt + ut + vt

In order to illustrate the ideas of RMPC presented
earlier, a two step prediction is considered and thus
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the following optimization problem is to be solved at
each sampling time:

V (xt) = min
ut,ut+1

1∑
k=0

∣∣xt+k|t
∣∣+ 10 |ut+k|

s.t.

⎧⎪⎨
⎪⎩

- 1.2 � xt+k|t � 2, k = 0, 1, 2
- 1 � xt+2|t � 1,

- 1 � vt+k � 1, k = 0, 1

(31)

Ignoring the disturbances, the explicit solution of
the problem can be found using the geometrical ap-
proach presented in the previous section by inspect-
ing the 22 parameterized vertices. After the stage
of discrimination of the validity domains, the explicit
RMPC law is found as:

Affine control law Validity domain
ut = −xt − 1 −1.2 � xt � −1

0 −1 � xt � 0
0 0 � xt � 1

ut = −xt + 1 1 � xt � 2

It can be observed that there are two domains with
the same control law due to the fact that the cost
function changes its slope and thus the maximum lies
on different parameterized vertices in the augmented
space. In this case, as their union is a convex set, they
can be collated in a single set. In the general case, this
operation can be done using tools of convex recog-
nition of union of polyhedra (see (Bemporad et al.,
2002a) for details).

Simulating this control law for an initial condition
x0 = −1.2 proves to keep the system trajectory in-
side the constraints in the disturbance free case (Fig-
ure 2a). If the same controller is used with vk =
−1/k, k � 1 , the trajectory will violate the con-
straints (Figure 2b).

Further if the robust MPC explicit formulation is to
be achieved then the min-max version of (31) is to be
solved:

V (xt) = min
ut,ut+1

max
vt,vt+1

1∑
k=0

∣∣xt+k|t
∣∣+ 10 |ut+k|

s.t.

⎧⎪⎨
⎪⎩

- 1.2 � xt+k|t � 2, k = 0, 1, 2

- 1 � xt+2|t � 1,
- 1 � vt+k � 1, k = 0, 1

(32)
In this form, there is no solution as the optimization

is infeasible. In fact there is no control law at first
sampling time:

ut|t = a1xt + b1

ut+1|t = a2xt + b2ut|t + c2
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Figure 2: a) Left: Nominal MPC - disturbance-free case;
b) Right: Nominal MPC for the system affected by distur-
bances.

which can keep robustly the system trajectory
within the constraints. This fact is obvious as long as
an ”open-loop” type of RMPC is considered, where
the cumulative damage of the disturbances can not be
mitigated. When writing explicitly the end-point con-
straints in (32) for the extremal combinations of dis-
turbances, this becomes evident as:

[
νt

νt+1

]
=
[

1
1

]
⇒

−1 � xt + ut|t + ut+1|t + 2 � 1 ⇒
−3 � xt + ut|t + ut+1|t � −1;[

νt

νt+1

]
=
[ −1

−1

]
⇒

−1 � xt + ut|t + ut+1|t − 2 � 1 ⇒
1 � xt + ut|t + ut+1|t � 3

which means that there is no control combination to
maintain the law feasible without a prior knowledge
of disturbances. However the so called ”closed loop”
formulation provides the necessary degrees of free-
dom in this sense. One has to solve:

V (xt) = min
ut

max
vt

min
ut+1

max
vt+1

1∑
k=0

∣∣xt+k|t
∣∣+ 10 |ut+k|

s.t.

⎧⎪⎨
⎪⎩

- 1.2 � xt+k|t � 2, k = 0, 1, 2

- 1 � xt+2|t � 1,

- 1 � vt+k � 1, k = 0, 1
(33)

Following the theoretical result in Section 4, the ex-
plicit solution can be achieved by solving the inner
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minimization:

V (xt, ut, vt) = min
ut+1

max
vt+1

|xt|+
+ |xt + ut + νt| + 10 |ut| + 10 |ut+1|

s.t.

⎧⎪⎨
⎪⎩

- 1.2 � xt+k|t � 2, k = 0, 1, 2
- 1 � xt+2|t � 1,

- 1 � vt+k � 1, k = 0, 1

(34)

The solution using the geometrical approach is im-
mediate as there are exactly 2 parameterized vertices
on which the minimum lies and associated control law
is:

ut+1|t = −(xt+ut|t+νt) = −xt+1 for - 1.2 � xt � 2

Notice that the control law uses the additional in-
formation available in comparison with (32). With
this result, for the outer optimization problem:

min
ut

max
vt

|xt| +
∣∣11xt+1|t

∣∣+ |10ut|

s.t.

{
- 1.2 � xt+k|t � 2, k = 0, 1

- 1 � vt � 1

(35)

the explicit solution is once more immediate as there
are only two non-degenerate parameterized vertices
describing the geometric locus of the minimum. Ap-
plying this RMPC law:

ut = −xt for - 1.2 � xt � 2

the system affected by disturbances is regulated to the
origin (Figure 3).
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Figure 3: System trajectory with robust MPC law.

The solutions of the optimization problems in (31),
(34), (35) were obtained using parameterized polyhe-
dra routines in 2, 0.39 and 0.91 seconds respectively.
However for complex system the computational time
may explode as the number of parameterized vertices
has an exponential dependence on the number of con-
straints added during the transformation stages.

6 CONCLUSION

The paper used a unified approach for the con-
straints handling in the context of RMPC confirming
the formulation of the optimal sequence as a multi-
parametric quadratic problem. The explicit solution
of this problem was synthesized by means of param-
eterized polyhedra. This geometrical approach pro-
poses an alternative to the recent methods presented
in the literature. Its advantages might be the fact that
optimum lies on the parameterized vertices providing
a natural constant linear affine dependence in the con-
text parameters. An aspect which may receive further
attention is the enumeration of faces for the param-
eterized polyhedra which may turn to be a computa-
tionally demanding task.
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A NEW HIERARCHICAL CONTROL SCHEME FOR A CLASS
OF CYCLICALLY REPEATED DISCRETE-EVENT SYSTEMS

Keywords: Cyclic systems, discrete-event systems, max-plus algebra, min-plus algebra, rail traffic.

Abstract: We extend the hierarchical control method in (Li et al., 2004) to a more generic setting which involves cycli-
cally repeated processes. A hierarchical architecture is presented to facilitate control synthesis. Specifically, a
conservative max-plus model for cyclically repeated processes is introduced on the upper level which provides
an optimal online plan list. An enhanced min-plus algebra based scheme on the lower level not only handles
unexpected events but, more importantly, addresses cooperation issues between sub-plants and different cy-
cles. A rail traffic example is given to demonstrate the effectiveness of the proposed approach.

1 INTRODUCTION

In (Li et al., 2004), a hierarchical two-level control ar-
chitecture has been introduced for a class of discrete-
event systems (DES) without cyclically repeated fea-
tures (i.e. for systems “running only one cycle”). The
upper level of this architecture produces the time op-
timal plan based on the event time relation repre-
sented by a max-plus algebra model. The plan de-
scribes the time optimal sequence of events. If an
unexpected event happens at any given time, max-
plus algebra models are simulated online on the up-
per level to update the optimal plan and the detailed
time specification for every event. Using this informa-
tion, the lower control level acts as an implementation
block.

In practice, many DES applications exhibit cycli-
cally repeated features. In this case, cooperation (and
competition) issues between different cycles have to
be addressed, which is beyond the scope of the algo-
rithm in (Li et al., 2004). To cope with this situation,
the control strategy in (Li et al., 2004) is extended.
The resulting hierarchical control scheme is depicted
in Figure 1. It is composed of a two-level structure
with an independent C/D (continuous/discrete) mod-
ule. In general, the supervisory block on the upper
level will have the goal of determining the sequence
of events which optimises the given objective func-
tion in the cyclically repeated case. This sequence
of events is referred to as the optimal plan. The
C/D module is an interface block which transforms

information from the (continuous) plant to the timed
DES framework employed on the upper level of the
proposed control architecture.

A case study representing a simple rail traffic sys-
tem is used to demonstrate how control is realised in
the proposed framework. For this example, events
correspond to specific trains crossing specific loca-
tions within the track system. A plan specifies a se-
quence of trains and track segments where trains pass
each other. The lower control level generates veloc-
ity reference signals for the trains to implement the
plan determined by the supervisory block. The C/D
block transforms position information into event time
information. For other applications, the terms “train”
and “track (segment)” have of course to be replaced
by different ones. For example, in flexible manufac-
turing systems, “product” and “machine” can be used
instead. In a general context, “train” stands for “user”,
“track (segment)” for “resource”.

This contribution is organised as follows. Section 2
summarises how to generate the set of feasible plans
for a DES without cyclically repeated processes and
extends this method to the more general setting with
cyclically repeated features. This section also ex-
plains how the optimal plan is then chosen in an on-
line procedure. The C/D block is described in Sec-
tion 3. Section 4 explains how the plan generated
at the upper level can be implemented on the lower
level with the help of min-plus algebra. A simple case
study is given in Section 5 to illustrate the effective-
ness of the proposed approach.
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Figure 1: Control structure.

2 SUPERVISORY LEVEL

Max-plus algebra e.g. (Baccelli et al., 1992) is a struc-
ture defined on the set IR∗ = IR ∪ {−∞}, with max
and + as the two binary operations ⊕ and ⊗, respec-
tively. ε := −∞ is the additive identity in the max-
plus algebra. e := 0 is the multiplicative identity.

Based on the max-plus algebra model of the sys-
tem, the supervisory level generates the set of all fea-
sible plans (i.e. all feasible sequences of events) as
an offline task. During runtime, the supervisory level
determines the time optimal plan based on real time
information provided by the C/D module. The differ-
ence between systems with and without cyclicly re-
peated features lies in their different max-plus mod-
els. We first summarise the simpler case.

2.1 Max-plus Model for Non-cyclic
Systems

Non-cyclic systems can be represented by the implicit
max-plus algebra model (Baccelli et al., 1992):

X = A0 ⊗X ⊕B ⊗ u, (1)
Y = C ⊗X. (2)

with

A∗
0 = I ⊕A0 ⊕A2

0 ⊕ · · · ⊕An
0 ⊕An+1

0 ⊕ · · · , (3)

(1), (2) can be converted to an explicit max-plus
model

X = A∗
0 ⊗B ⊗ u, (4)

Y = C ⊗A∗
0 ⊗B ⊗ u, (5)

Here, the i-th component ofX , xi, represents the ear-
liest possible time for event i to occur. u and Y con-
tain time information of “start” and “finish” events,

and can be interpreted as system input and output, re-

spectively.
The elements of matrix A0 represent the minimum

time distances that have to pass between events, e.g.
(A0)21 implies that event 2 may not happen earlier
than (A0)21 time units after event 1 happened. In this
contribution, (A0)ij ∈ IR+ ∪ {−∞, 0}. Matrix A0 is
the max-plus sum of A01 and A02, i.e.

A0 = A01 ⊕A02, (6)

where the former represents a property of the system
and is a fixed matrix, while the latter is related to the
shared resources and differs for different plans. More
specifically, the elements ofA01 represent the time re-
lation between events determined by physical proper-
ties of the system. For example, for rail systems, with
a maximum speed assumption in max-plus algebra,
the entries of A0 represent the minimum time needed
by trains to pass distances in the network. Thus the
elements of A01 correspond to lengths of tracks. On
the other hand, for any instance of time, a shared
track segment can only be occupied by one train. The
different occupation orders for trains on shared track
segments generate different plans. Different A02 ma-
trices correspond to those different plans.

In a directed graph, we call the arcs corresponding
to A01 elements “travelling arcs” while the arcs cor-
responding to A02 elements are called “control arcs”.
For a given train track network, the travelling arcs and
therefore the entries of matrixA01 are fixed. Figure 2
shows the directed graph (including all possible con-
trol arcs) of a simple network with two single-line
track segments and two trains, where train 1 moves
from right to left and train 2 moves in opposite di-
rection. For single-line segment I, the control arc la-
belled a1, with a1 ≥ 0, represents the fact that the
earliest time instant at which train 2 may occupy this
segment is a1 time units after train 1 has emptied
it. The control arc labelled b1 states the reverse se-
quence. Accordingly, only one of those two arcs can
exist in any one plan. Instead of erasing a non-existent
arc from a graph, we can also label it with ε = −∞.
Hence, by definition, non-existing arcs have weight
ε. Similarly, in segment II, the arcs labelled a2 and
b2 represent two possibilities. Detailed information
about how to find all feasible A02 (i.e. all feasible
plans) can be found in (Li et al., 2004). In particu-
lar, it was shown there that

∃k ≤ n,Ak
0(i, i) > ε ⇔ A02 is infeasible. (7)

2.2 Max-plus Model for Cyclicly
Repeated Systems

For system with cyclicly repeated behaviour, several
cycles may exist concurrently. Therefore, control
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train 2
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a2a1 b1 b2

I II

Figure 2: A network with all possible control arcs.

conditions have to be extended such that trains from
different cycles will not occupy the same track seg-
ment simultaneously. Hence, additional control arcs
have to be introduced. Also, additional travelling arcs
are needed to represent the passage of trains into sub-
sequent cycles. An arc that connects events related
to the same cycle is a “zero order arc”, an arc that
connects events related to two sequential cycles is a
“first order arc”. In general, there can also be “second
order arcs” and so on. To keep our example reason-
ably simple, we introduce the following conservative
condition:

For each track segment shared by several cycles,
trains in a latter cycle may not occupy it unless all
trains in the previous cycle have left it.

With the above assumption, there is no need to in-
troduce arcs of higher order than 1. For the simple
rail traffic network in Figure 3, which was shown in
(Li et al., 2004), “first order control arcs” ensure the
safe resource sharing between cycles and “first order
travelling arcs” ensure that each train starts its new
journey (cycle k + 1, k ≥ 1) a specified number of
time units after its arrival at its destination in cycle k.
As a review of the example, the network involves 3
trains and 3 tracks. Initially, train 1, 2 and 3 are lo-
cated at the end points of the 3 tracks, i.e. A, B and
C, respectively. The trains move along the tracks in
the directions shown in Figure 3. In the middle of
both track AO and track CO, double-line track seg-
ments are available, which make it possible that two
trains pass each other between points N1 and M1 or
N2 and M2, respectively. In (Li et al., 2004), all trains
stopped after they arrived at their destinations (i.e. af-
ter one cycle). In this contribution, each train will start
a new cycle, e.g. a given number of time units after
train 1 arrived at C, it will start the next route to go to
B, which represents a new cycle. Figure 4 shows the
different kinds of control and travelling arcs for this
network. Note that although there are optional con-
trol arcs of zero order, all first order control arcs are
fixed according to the assumption.

Thus, for systems with cyclicly repeated behaviour,
in addition to the zero order matrix A0, we now have
a first order matrix A1. For cycle k, the implicit max-

M1 M2
O

A

B

C
train 1

train 2

train 3N1

N2

Figure 3: A simple rail traffic network.

Travelling arc for kth cycle:
zero order

Travelling arc from kth cycle
to (k+1)th cycle: first order

Control arc: first order

Fixed control arc for
kth cycle: zero order

Optional control arc for
kth cycle: zero order

Figure 4: Control arcs and travelling arcs.

plus algebra model is:

X(k) = A0(k)X(k) ⊕ A1X(k − 1) ⊕ Bu (8)

Y (k) = C ⊗X(k) (9)

As for A0, the matrix A1 is the max-plus sum of two
matrices A11 and A12, i.e.

A1 = A11 ⊕A12, (10)

where the elements of A11 correspond to “first or-
der travelling arcs” representing the time needed for
a train to start a new cycle after finishing the previous
cycle. The elements of A12 correspond to the con-
trol arcs for trains belonging to two sequential cycles
respectively. UnlikeA02,A12 cannot represent differ-
ent choices; therefore, A1 is a constant matrix while
A0 will depend on the specific plan to be implemented
in the k-th cycle and is therefore varying with k.
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Repeated insertion of (8) into itself provides:

X(k) = A0(k)⊗X(k) ⊕ A1 ⊗X(k − 1) ⊕ B ⊗ u

= A0(k)⊗ [A0(k)⊗X(k) ⊕ A1 ⊗X(k − 1)

⊕B ⊗ u] ⊕ A1 ⊗X(k − 1) ⊕ B ⊗ u

= A2
0(k)⊗X(k) ⊕ [A0(k)⊕ I ]⊗ A1

⊗X(k − 1) ⊕ [A0(k)⊕ I ]⊗B ⊗ u

= A2
0(k)X(k) ⊕ [A0(k)⊕ I ]A1X(k − 1)

⊕ [A0(k)⊕ I ]Bu

...

= An
0 (k)X(k) ⊕ [An−1

0 (k) ⊕ · · · ⊕ A0(k)

⊕I ]A1X(k − 1) ⊕ [An−1
0 (k) ⊕ · · ·

⊕A0(k)⊕ I ]Bu (11)

As for physically meaningful systems, An
0 (k) will

only contain ε elements, the last identity represents
an explicit max-plus algebra model:

X(k) = A∗
0(k) ⊗A1 ⊗X(k − 1) ⊕

A∗
0(k) ⊗B ⊗ u (12)

Y (k) = C ⊗X(k), (13)

where

A∗
0(k) = [An−1

0 (k) ⊕ · · · ⊕ A0(k) ⊕ I]. (14)

Assume that the system input u contains initial values
of lower bounds for the state vector X(k), i.e. B = I
(Bii = e,Bij = ε for i �= j), u = X in(k) (see Sec-
tion 3 for further information), (12) and (13) become

X(k) = A(k) ⊗X(k − 1) ⊕
A∗

0(k) ⊗X in(k) (15)

Y (k) = C ⊗X(k) (16)

where A(k) depends on A0(k):

A(k) = A∗
0(k)A1. (17)

For a given system with cyclicly repeated behaviour,
(7) can be applied to eliminate infeasible plans and
corresponding max-plus models.

2.3 Optimal Plan List

After all feasible plans have been generated, the
supervisory level may simulate feasible max-plus-
models (15), (16) over the required total number of
cycles to determine the optimal sequence of A(k),
i.e. the optimal plan list. This is initially done in an
offline fashion, i.e. before the system is started. The
objective function is typically evaluated from the out-
put vector. For example, for rail track systems, the
(offline) objective function could be

Joffline =
min

all feasible
plan lists

(⊕
i
Yi(N)

)
(18)

where N is the required total number of cycles and
Yi(N) is the arrival time of train i in the N -th cy-
cle. As ⊕ represents max, the physical meaning is
to choose the plan list giving the minimum final ar-
rival time, i.e. the minimal arrival time of the last
train in the last cycle. Since it is offline simulation,
X in(1) only carries the starting event time. Further-
more, (X)i(0) is set to ε = −∞. The resulting opti-
mal plan list is then implemented via the lower control
level.

Max-plus simulation in this step is obviously based
on the assumption that there is no unexpected event
and that each train either waits for a synchronisation
condition to be met or otherwise moves at its maxi-
mum velocity. Thus if any unexpected incident hap-
pens, it may affect the travelling time of trains either
directly by blocking them or indirectly via synchroni-
sation with other trains. If this happens, the runtime
event time will not match the event time calculated
by a-priori model simulation any more. To address
such difficulties, an online simulation is integrated to
update the aforementioned optimal plan list.

At time tk, for each of the concurrently existing
cycles l (e.g. l = k, k + 1), [X(l)](tk), [Y (l)](tk)
will be updated by using (15), (16) with [X in(l)](tk)
provided by the C/D block.

The online objective may be the same as the offline
objective (18), i.e.

Jonline1 = Joffline. (19)

It may also be different from the offline objective, for
example, it may state that after unexpected delays, all
trains have to catch up with the timetable correspond-
ing to the original offline plan list as fast as possible.
In this case,

Jonline2 =
min

all feasible
plan lists

K� (20)

where K� is the index of the earliest cycle in which
all delayed trains can start (or end) their cycle trips
according to the timetable, i.e.{ ∀i,i(l) = 0. l ≥ K�

∃i,i(l) > 0. l < K�
(21)

i(l) = tstarti(l) − timetablei(l) (22)

where tstarti(l) is the actual cycle starting time of
train i in cycle l, timetablei(l) is the cycle starting
time (according to the timetable) of train i in cycle l.

In brief, the supervisory level involves both offline
and online parts. The offline process is used to find
all feasible plans based on the system topology and
an offline optimal plan list, which can be interpreted
as a timetable. The online part updates the feasible
plan set (see (Li et al., 2004)), the optimal plan list
and provides the time specification X(k) to the lower
level.
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3 C/D BLOCK

In order to reschedule the plan (using (15)-(16)) in a
real time fashion, the state vector needs to be reini-
tialised according to the current status (at time tk) of
the trains for online model simulation. In other words,
the continuous variables will be transformed into a
reinitialised state vector. The reinitialised state vec-
tor X in(tk) for the current cycle is:

x inj(tk) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

xj if j is a past event

tk + trest
if j is a next event,
for unblocked trains

trel + trest
if j is a next event,
for blocked trains

ε otherwise
(23)

where xj is the actual time at which event j happened.
trest is the minimum time still needed before the next
event j may happen. It introduces continuous variable
information. For a rail track system, if a train has to
go the distance dj(tk) before it reaches the location
associated with the next event j and if the maximum
train velocity is vmax,

trest =
dj(tk)
vmax

. (24)

trel is the estimated release time for the train currently
blocked. If this time cannot be estimated beforehand,
plan rescheduling will be based on the assumption of
immediate release, i.e.

trel = tk. (25)

The supervisory level together with the C/D block
serves a model predictive control purpose, and a re-
ceding horizon concept is involved. This relates our
work to (De Schutter et al., 2002; De Schutter and
van den Boom, 2001; Van den Boom and De Schutter,
2004), where model predictive control is combined
with max-plus discrete-event systems.

4 IMPLEMENTATION LEVEL

The output of the supervisory level is the time spec-
ification X(k) for the events of the currently exist-
ing cycles ( e.g. j = k, k + 1). X(k) provides the
earliest possible time for each event due to the max-
imum speed assumption under max-plus. Accord-
ing to EPET (Earliest Possible Event Time) specifica-
tions, trains will always move at maximum speed, or
otherwise stop to wait until the synchronisation con-
ditions are met. This is undesirable from an energy
saving point of view. An overall optimisation ap-
proach, minimising total energy consumption for all
trains, yields a large nonlinear problem, which, at the

moment, seems unrealistic to solve. Instead, a sub-
optimal approach is used here to determine a velocity
signal separately for each train. This is done as fol-
lows:

First, a Latest Necessary Event Time (LNET) for
each train is derived as an upper bound for the event
times. For systems with non-cyclicly repeated fea-
tures, this is done in such a way that the event time of
the final event for each train according to EPET will
be met, in addition, it is also ensured that LNET does
not violate the EPET schedule of the other trains. For
systems with cyclicly repeated features, LNET should
not violate the EPET schedule of the sequential cycle.
Min-plus algebra, the dual system of max-plus alge-
bra (Baccelli et al., 1992; Cuninghame-Green, 1979;
Cuninghame-Green, 1991), is adopted to produce the
exact LNET specification.

Suppose Q(j) is the event index set for all final
events of trains in cycle j and Pm(j) is the index set
for all events related to trainm in cycle j, then at time
tk the LNET specifications [Xm(j)](tk) for train m
in cycle j can be calculated as

[Xm(j)](tk) = (−(A0(j)∗)T ) ⊗′ [XRm(j)](tk)

⊕′ (−AT (j + 1)) ⊗′ X(j + 1) (26)

where

[(XRm)i(j)](tk)=

{
[xi(j)](tk), i∈Q(j) or i�∈Pm(j)

+∞, otherwise.
(27)

Thus, for each train m, its EPET X(j) and LNET
Xm(j) are generated. Within this corridor, the ve-
locity signal can be optimised locally for each train.
Under ideal conditions, an energy optimal trajectory
results from minimising

Jm =
∫
v2

mdt. (28)

For the problem of driving a train from one station
to the next, an energy optimal driving style con-
sists of four parts: maximum acceleration, speedhold-
ing, coasting and maximum braking (Franke et al.,
2002; Howlett et al., 1994, e.g.). On a long journey
the speedholding phase becomes the dominant phase.
Then, assuming the journey must be completed within
a given time, the holding speed (i.e. the energy opti-
mal velocity) is approximately the total distance di-
vided by the total time (Howlett, 2000). In the follow-
ing, we neglect acceleration and braking effects and
suppose the velocity between two sequential events
is the straight-line velocity (i.e. speedholding mode).
Then, (28) becomes:

Jm =
n∑

i=1

(Si − Si−1)2

(ti − ti−1)
(29)
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s.t.
t0 = 0 (30)

ti = ti−1 +
Si − Si−1

vm
(31)

t1E ≤ t1 ≤ t1L (32)

t2E ≤ t2 ≤ t2L (33)
...

t(n−1)E ≤ tn−1 ≤ t(n−1)L (34)

tnE = tn = tnL (35)

where S0 = 0, Si (i = 1, 2, · · · , n) is the distance
from the current position of trainm to the place where
event i happens. tnE and tnL are EPET and LNET of
event n, respectively. The numerical solution gives
the energy optimal trajectory.

5 RAIL TRAFFIC CASE STUDY

The effectiveness of the hierarchical control architec-
ture proposed in the previous sections is illustrated by
a small rail traffic example which is depicted in Fig-
ure 3. There are 3 feasible plans in this case study
(see previous work in (Li et al., 2004)).

In a first step, a fixed optimal-time plan list is de-
rived from offline simulations. The system is ex-
pected to run based on this list. If unexpected events
happen and block some train, the supervisory level
will decide whether and how to change the plan list.

Suppose the total number of cycles is N = 5.
Figure 5 shows the movements of the trains in a nor-
mal situation. The optimal plan list is [1 2 2 1 2].
In case of a disturbance (here train 3 is blocked on
track M2N2 during the time interval [6, 46]), the su-
pervisory level checks if it is necessary to modify the
plan list using Jonline1. This scenario is presented in
Figure 6 and Figure 8, respectively. In Figure 6, the
blocking time is known beforehand. With this block-
ing time information, the supervisory level changes
the plan list immediately to reduce the delay time
caused by the obstacle. The required 5 cycles fin-
ish in about 219 time units. As a comparison, Fig-
ure 7 keeps the original plan list and the required 5
cycles finish in about 228 time units. If the block-
ing time is unknown beforehand, the supervisory level
also keeps the original plan list until the status of the
trains (include the blocked train) evolve to such an ex-
tent that another plan list optimises the online objec-
tive Jonline1. In this example, as shown in Figure 8,
with the new plan list, [1 2 1 2 2], the required 5 cy-
cles still can finish in 219 time units.

Under the same blocking situation, with different
online objectives, the supervisory level may change
to different plan list. If, for example, the required
number of cycles is 7, and train 3 is blocked during
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Figure 5: Simulation result under normal situation, plan list:
[1 2 2 1 2].
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Figure 6: Blocking time is known beforehand, new plan list:
[3 2 1 2 2].
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Figure 7: Blocking time is known beforehand, stick to orig-
inal plan list: [1 2 2 1 2].
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Figure 8: Blocking time is unknown beforehand, new plan
list: [1 2 1 2 2].

the time interval [6, 26], and the online cost function
Jonline2 is used, the supervisory level changes the
plan list from [1 2 2 1 2 2 2] to [1 2 1 2 2 2 2], and
the offline timetable is recovered after the 6th cycle.
With Jonline1, the plan list is changed to [1 2 1 2 2 1
2], which minimises the required time. However, for
this policy, the timetable is not recovered.

6 CONCLUSION

This contribution proposes a hierarchical control ar-
chitecture for a class of discrete-event systems with
cyclicly repeated features and illustrates it through a
small rail traffic example. Based on a max-plus alge-
bra model, an upper level supervisory block ensures
the optimal sequence of train movements and the op-
timal sequence of cycle plans even under disruptive
conditions. A lower level implementation block pro-
vides reference velocity signals for each train. By
exploiting the remaining degrees of freedom, it re-
duces overall energy consumption. The implementa-
tion policy is generated by use of the dual min-plus
algebra model. Simulation results for the rail traf-

fic example show the effectiveness of the approach.
We expect the method to be also useful in other DES
applications which exhibit cyclicly repeated features,
such as flexible manufacturing systems and chemical
batch processing plants.
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Abstract: A new feature extraction method based on five moments applied to three wavelet transform sequences has 
been proposed and used in classification of prehensile surface EMG patterns. The new method has essen-
tially extended the Englehart’s discrete wavelet transform and wavelet packet transform by introducing 
more efficient feature reduction method that also offered better generalization. The approaches were empiri-
cally evaluated on the same set of signals recorded from two real subjects, and by using the same classifier, 
which was the Vapnik’s support vector machine. 

1 INTRODUCTION 

The electromyographic signal (EMG), measured at 
the surface of the skin, provides valuable informa-
tion about the neuromuscular activity of a muscle 
and this has been essential to its application in clini-
cal diagnosis, and as a source for controlling assis-
tive devices, and schemes for functional electrical 
stimulation. Its application to control prosthetic 
limbs has also presented a great challenge, due to the 
complexity of the EMG signals. 

An important requirement in this area is to accu-
rately classify different EMG patterns for controlling 
a prosthetic device. For this reason, effective feature 
extraction is a crucial step to improve the accuracy 
of pattern classification, therefore many signal rep-
resentations have been suggested. 

Various temporal and spectral approaches have 
been applied to extract features from these signals. A 
comparison of some effective temporal and spectral 
approaches is given in (Du and Vuskovic, 2004), 
where the authors have applied moments to short 
time Fourier transform (STFT), and short time 
Thompson transform (STTT) on prehensile EMG 
patterns.  

The wavelet transform-based feature extraction 
techniques have also been successfully applied with 

promising results in EMG pattern recognition by 
Englehart and others (1998).  
      The discrete wavelet transform (DWT) and its 
generalization, the wavelet packet transform (WPT), 
were elaborated in (Englehart, 1998a). These tech-
niques have shown better performance than the oth-
ers in this area because of its multilevel decomposi-
tion with variable trade-off in time and frequency 
resolution. The WPT generates a full decomposition 
tree in the transform space in which different wave-
let bases can be considered to represent the signal. 
The techniques were applied to feature extraction 
from surface EMG signals. 

However, these techniques produce a large 
amount of coefficients, since the transform space has 
very large dimension. This fact suggests the system-
atic application of feature selection or projection 
methods and dimensionality reduction techniques to 
enable the methodology for real time applications. 
Englehart applied feature selection and feature pro-
jection that yielded better classification results and 
improved time efficiency. Specifically, the principal 
component analysis (PCA) was used due to its abil-
ity to model linear dependencies and to reject irrele-
vant information in the feature set (Englehart et al., 
1999). 

This paper continues the work described above 
by taking a different approach to feature reduction.  

J. Filipe et al. (eds.), Informatics in Control, Automation and Robotics II, 235–242. 
© 2007 Springer. 
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Extending the idea of spectral moments suggested in 
(Du and Vuskovic 2004) the sequences of wavelet 
coefficients are further subjected to the calculation 
of their temporal moments. The main goal of this 
work is to propose and empirically compare two 
different novel feature extraction approaches based 
on simple two-scale DWT and WPT with the two 
best Englehart’s approaches using the DWT and the 
WPT in combination with principal component 
analysis (PCA).  

In this new approach, the first five raw moments 
were applied to DWT transformed prehensile EMG 
sequences, which has proven to be very advanta-
geous in the classification stage. The methods em-
ployed a simple DWT or WPT with only three 

has eliminated the 
ocedures and PCA. 

The evaluation of the three approaches was car-
ried out on the same set of data, and with an ide

2 PREHENSILE EMGS 

The research presented here was motivated by the 
need for classification of prehensile elec-
tromiographic signals (EMG) for control of a multi-
functional prosthetic hand (Vuskovic et al., 1995). 
Since the hand-preshaping phase in an average ob-
ject grasp takes about 500 ms, it is important to ac-
complish the feature extraction and classification in 
less than 400 ms, preferably in 200 ms. Such a diffi-
cult task requires very strong feature extractor and 
classifier.   

3 EXPERIMENTAL SETUP 

Four-channel surface EMG signals from two healthy 
subjects were recorded at 1000 Hz sampling fre-
quency. The recording was done while the subject 
has repeatedly performed the four grasp motions. 
There were 216 grasp recordings evenly distributed 
across the four grasps types: 60 (subject 1) + 4 (sub-
ject 2) for cylindrical grasp, 30+10 for precision 
grasp, 30+10 for lateral grasp and 60 + 12 for 
spherical grasp. Three different EMG sequence 
lengths were used: 200 ms, 300 ms and 400 ms. The 
200 and 300 ms sequences were obtained by truncat-
ing the recordings of 400 ms sequences. (The se-
quences of 300 ms were not presented in this paper.)  

 

 
 
 
 
 

 
 

4 DISCRETE WAVELET  
TRANSFORM 

The DWT is a transformation of the original tempo-
ral signal into a wavelet basis space. The time-
frequency wavelet representation is performed by 
repeatedly filtering the signal with a pair of filters 
that cut the frequency domain in the middle.  

Specifically, the DWT decomposes a signal into 
an approximation signal and a detail signal. The 
approximation signal is subsequently divided into 
new approximation and detail signals. This process 
is carried out iteratively producing a set of approxi-
mation signals at different detail levels (scales) and a 
final gross approximation of the signal. 
      The detail Dj and the approximation Aj at level j 
can be obtained by filtering the signal with an L-
sample high pass filter g, and an L-sample low pass 
filter h. Both approximation and detail signals are 
downsampled by a factor of two. 

This can be expressed as follows: 
 

 
1
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= = −∑Η  (1) 

Figure 1: Four grasp types. 

machines (SVM) with a linear kernel.  
ntical classifier based on Vapnik’s support vector

transform sequences, instead of the full DWT or 
WPT used by Englehart. This 
tedious feature reduction pr

The mioelectric control of multifingered hand 
prostheses was studied in several papers, for exam-
ple (Nishikawa et al., 1991), (Uchida et al., 1992), 
(Farry et al., 1996), and (Huang and Chen, 1999). 
Most of the ideas in these efforts were inspired by 
Hudgins (Hudgins et al., 1991). In this work the con-
cept of preshaping of multifunctional grasps was 
based on the recognition of a particular finger joint 
movement. In an earlier work done at San Diego 
State University, the approach was rather different, 
based on grasp types, instead of hand configurations 
in joint space. Once a grasp type is recognized from 
the recorded EMGs, it can be then synergistically 
mapped into the desired joint configuration 
(Vuskovic et al., 1995) for any hand, with any num-
ber of degrees of freedom. We have considered four 
basic grasp types according to the Schlesinger classi-
fication (Schlesinger, 1919): cylindrical grasp (C), 
spherical grasp (S), lateral grasp (L) and precision 
grasp (P), see Figure 1.  
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1

1 1
0

[ ] [ ] [ ] [2 ],
L

j j j
k

D n D n g k A n k
−

− −
=

= = −∑G  (2) 

where 0[ ]A n , n = 0,1,…N-1 is the original temporal 
sequence, while H and G represent the convolu-
tion/down sampling operators. Sequences g[n] and 
h[n] are associated with wavelet function ( )ψ t  and 
the scaling function ( )ϕ t  through inner products: 
 
 [ ] ( ), 2 (2 ) ,g n t t n= ψ ψ −  (3) 
 
 [ ] ( ), 2 (2 ) .h n t t n= ϕ ϕ −  (4) 
 

 A feature extraction approach based on DWT 
applied by (Englehart et al., 1998, Englehart, 1998a) 
consists of four differentiated phases:  
 
1. Perform full DWT decomposition of the EMG 

signals, until scale j = log2 (N), with the Coiflet 
wavelet of order 4 (C4); 

2. Square the DWT coefficients; 
3. Apply PCA for dimensionality reduction tech-

niques; 
4. Determine the optimal number of features per 

channel based on the target classifier. 
 
An optimization phase is needed before selecting the 
adequate number of PCA features in order to maxi-
mize the performance of the target classifier. The 
optimum number of features was 100 DWT coeffi-
cients per channel of the EMG signal used in this 
work.  

5 WAVELET PACKET  
TRANSFORM 

The WPT is a generalization of DWT. It generates a 
full wavelet basis decomposition tree. In each scale, 
not only the approximation signal as in DWT, but 
also the detail signals are filtered to obtain another 
two low and high frequency signals. Many different 
representations of a signal can be obtained by select-
ing different wavelet packet basis. In this regard 
WPT is superior to DWT, as the chosen basis can be 

optimized with respect to frequency or time resolu-
tion.  

Englehart et al. (1999) generated a feature ex-
traction method based on the WPT for EMG signals. 
In this method a previous phase must be applied to 
the set of training signals. The underlying idea is to 
select the WPT basis that best classifies all classes of 
signals. For this purpose, Englehart proposed a 
modified version of the local discriminant basis 
(LDB) algorithm (Englehart, 1998a, Englehart et al., 
2001), to maximize the discrimination ability of the 
WPT by using a class separability cost function 
(Saito and Coifman 1995). Once the best basis for 
classification is defined (for different channels and 
different signal lengths), the following steps must be 
performed: 
 
1. Perform the full WPT decomposition until 

scale j = log2 (N), with the Symlet wavelet of 
order 5 (S5); 

2. Square the WPT coefficients; 
3. Average energy maps within each subband; 
4. Select the WPT coefficients from a basis cho-

sen previously for each channel and for differ-
ent signal lengths; 

5. Extract the optimal number of features based 
on the target classifier; 

6. Apply PCA transform to the feature space for 
dimensionality reduction (removing the eigen-
vectors whose eigenvalues are zero); 

7. Extract the optimum number of features per 
channel for the target classifier; 

 
The optimal number of features for Englehart’s 

WPT based approach and for the support vector ma-
chine as the target classifier (see Section 7) was 
found to be three features per channel, per signal 
length. 

6 DWT AND WPT MOMENTS1 

The new approach for feature extraction presented 
here is based on DWT and WPT, and on the calcula-
tion of their temporal moments. The approach was 
first proposed in (Rodriguez and Vuskovic, 2005) as 
an extension of the idea of spectral moments (Du 
and Vuskovic, 2004). 

Specifically, we used two different wavelets suc-
cessfully applied by Englehart on surface EMG sig-
nals: C4 and S5 

                                                      
1 DWT and WPT moments should not be confused with
wavelet vanishing moments. 

 
Operators H and G can be applied repeatedly in al-
teration, for example: 0AA A= H H , DD =  

0AG G , AD =  0AG H , DA =  0AH G ,
 etc. 

The A and D sequences obtained as the result of 
DWT are still massive in terms of the number of sam-
ples, which contributes to large dimensionality of 
feature space. Besides, the sequences have a high 
noise component inherited from the original EMG 
signal.  
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In order to reduce the dimensionality and to 
smooth out the noise, we applied six moments to 
transformed signals (DWT and WPT): 
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−

=
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where [ ]S n  represents sequences A, D, AA, DD, AD 
and DA used in algorithms described below, while Nj 
is number of samples at the corresponding level of 
decomposition. 

The new approach based on DWT consists of the 
following steps: 

 
1. Perform two-scale decomposition of the input 

signal; 
2. Compute moments for three transform se-

quences (D, AA, AD); 
3. Apply logarithm transform to each feature, 

log(0.1+f ); 
4. Normalize all features using mean value and 

standard deviation computed for each feature 
across all samples. 

 
The choice of sequences D, AA and AD was 

made empirically; it has given the best results in av-
erage for the given set of data. Similar choice was 
made for WPT algorithm. 

The WPT-based method has the following steps: 
 

1. Perform two-scale decomposition of the input 
signal; 

2. Select basis obtained from previous application 
of the best basis Coifman algorithm; 

3. Compute moments for three transform 

4. Apply logarithm transform to each feature, 
log(0.1+f ); 

5. Normalize all features using mean value and 
standard deviation computed for each feature 
across all samples. 

 
The optimal basis selection in this method was 

based on a single channel. The same basis thus ob-
tained was subsequently used for single and multiple 
channels, and for different sequence lengths. 

Log transformation was applied to moments as it 
effectively reduces the skewness and the kurtosis of 
data, consequently resulting in an estimated probabil-
ity density that appears more like normal distribution 
(Vuskovic et al., 1995). The nonlinear transformation 
of features has significantly improved the classifier 
performance. 

7 THE SVM CLASSIFIER 

The support vector machines ( Christianini and 
Shaw-Taylor, 2000) are a family of learning algo-
rithms based on the work of Vapnik (1998), which 
have recently gained a considerable interest in pat-
tern recognition community. The success of SVM 
comes from their good generalization ability, ro-
bustness in high dimensional feature spaces and 
good computational efficiency. 

In this work, a standard SVM classifier with lin-
ear kernel has been used for dichotomic (binary) 
classification (Gunn, 1997). The multiclass SVM can 
also be considered, but this is out of the scope of this 
paper.  

 The previous work on the classification of pre-
hensile EMG patterns (Vuskovic et al., 1996) has 
shown that the most difficult is to discriminate cylin-
drical from spherical grasps (C/S), and then lateral 
from precision grasps (L/P). Therefore the SVM is 
applied to these pairs of grasp types and the feature 
extraction methods were evaluated accordingly. 

The classification tests were performed with 
leave-one-out method, where one sample was re-
moved from the data set and the rest of the samples 
were used to train the SVM. The procedure was re-
peated for each sample in the data set, and the aver-
age hit rate was computed afterwards. 

8 COMPUTATIONAL  
COMPLEXITY  

Application of WPT and calculation of J scales, 
2log≤J N , where N is the length of the original 

temporal signal, results in JN coefficients. Conse-
quently, the computational cost of the full-scale 
WPT is in the order of ( ) ≤O JN 2( log )O N N  
(Englehart et al., 2001). Similarly, the computational 
complexity of full-scale DWT is half the computa-
tional complexity of the WPT, i.e. ( )2log 2O N N . 
Since our new approaches use only two-scale DWT 
or two-scale WPT decomposition, we can enumerate 
all the approaches with respect to their computa-
tional complexity in the increasing order: DWT(new) 
< WPT (new) < DWT (Englehart) <  WPT (Engle-
hart). The complexities are summarized in table 1. 

Table 1: Computational complexity. 

New approach Englehart 
DWT WPT DWT WPT 

O(N) O(2N) O(N logN/2) O(N logN) 

sequences (A, DA, DD); 
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9 EXPERIMENTAL  
EVALUATION 

In this section we discuss the methodology for the 
experimental evaluation of DWT and WPT ap-
proaches. 

9.1 Cluster Visualization 

In order to compare the effectiveness of a feature 
extraction method there is needed some method to 
compare the discrimination of clusters in feature 
space, either by 2D or 3D scatter plots, or by some 
distance measure between clusters.  Both methods 
are normally based on the transformation of the fea-
ture space through PCA or Fisher-Rao transform, 
which both use the inverse of the cluster covariance 
matrices. Unfortunately the dimensionality of the 
feature space is often larger than the number of sam-
ples, which makes the methods inapplicable due to 
the singularity or ill-conditioning of the covariance 
matrices. However, the support vector machines of-
fered new possibilities. SVM maximize the margin 
between clusters and the separation hyperplane in the 
original or kernel-induced feature space without a 
need to use covariance matrices.  

We use in this work a projection of the original 
feature space onto the line perpendicular to the 
maximal-margin separation hyperplane: 

 ,Tp X w=  (6) 

where X is N×d sample (feature) matrix, w is unit, d-
dimensional normal to the separation hyperplane, 
and p is N-vector of projected samples.  In order to 
get a 2D plot of samples another projection vector is 
needed: 
 .Tq X u=  (7) 

The d-dimensional projection vector u doesn’t 
have to be orthonormal to w, but has to be unique in 
some way. Therefore we used the direction of the 
minimal variance of both clusters, which is nearly 
laying in the separation hyperplane. The vector co-
incides with the eigenvector that corresponds to the 
smallest non-zero eigenvalue of the pooled covari-
ance matrix: 

 1 1 2 2
1 2

1 2

( 1) ( 1)
( , ) ,

2
N S N S

S pool S S
N N
− + −

= =
+ −

 (8) 

where Ni  (N1+N2 = N) and Si are sizes and covari-
ance matrices of the two clusters.  An example of 
cluster diagrams, plot(p,q), is shown in figure 3, 
which will be discussed later. 

9.2 Hotelling Distance 

A useful quantitative measure of cluster discrimina-
tion in multidimensional space is Hotelling distance 
between cluster means (T2 statistic). The T2 can be 
computed for projected clusters: 

 
2 11 2

1 2 1 2
1 2

1 2

( ) ( ),

( , ),

TN N
T c c C c c

N N

C pool C C

−= − −
+

=

 (9)  

where ic and Ci are sample means and sample co-
variance matrices of projected clusters respectively. 
In order to establish the significance of the distance 
under some confidence level, the T2 distance needs 
to be compared with the corresponding critical value 

2
cT . The critical value can be obtained if we assume 

that the quantity 

 2 1 2

1 2

( 1)
( 2)
N N r

T
N N r
+ − −
+ −

 

 has F-distribution with degrees of freedom r and 
1 2 1f N N r= + − − , where r = 2 in case of 2D pro-

jections (Seber, 1984). The above is true under the 
assumption that clusters have normal distributions 
with nearly equal sizes and covariance matrices. If 
this is not the case, a stronger statistic has to be used. 
In this work we used statistic suggested in (Yao 
1965), where the cluster distance was computed as: 

 ( ) 12
1 2 1 1 2 2 1 2( ) / / ( ).TT c c C N C N c c−= − + −  (10) 

The degrees of freedom for the F-distribution 
were estimated from the data (Seber, 1984)  (not 
presented here due to limited space). The test works 
for unequal clusters that can have any bell-shaped 
distribution. The T2 values are shown in Tables 2 
and 3, and in the scatter diagrams in Figure 3. The 
critical values 2

cT were all below 11. The value of 
cluster distances as a quantitative measure of cluster 
discrimination is that they can be easily and quickly 
computed. 

9.3 Number of Moments 

Once the classification pairs are determined, the next 
step is to determine the optimal number of DWT and 
WPT moments, which will be used for feature 
reduction. This was done experimentally by extensive

ions and classiffications 
to different EMG signal lengths and different number 
of channels.  

application of feature extract
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Based on the bar graphs the selection of five mo-
ments (M0, M1,…,M4) was a clear choice.  

10 THE RESULTS 

The comparison of four different approaches: the 
five-moment DWT and WPT as proposed in this 
paper, and the DWT and WPT of Englehart (1998a, 
Englehart et al., 1999) have been measured by Hot-
teling distances and by the classification hit rates 
applied to two cluster pairs (C/S) and (L/P).  

The results are presented in Tables 2 through 5. 
The feature extraction was performed for 200 and 
400 ms time sequences recorded from a single chan-
nel and from four simultaneous channels. Each 
channel represented one surface EMG electrode at-
tached to the upper-forehand of the subject. Several 
different wavelets were used in experiments, but 
only the two most successful ones were shown here: 
the fourth-order Coifman wavelets (C4) and the 
fifth-order symlets (S5). The two tables show a 
roughly good correlation between the Hotelling dis-
tances and the classification hit-rates. The small dif-
ferences can be explained by the fact that the Hotel-
ling distances point the goodness of clustering, while 
the hit rates stress the generalization of the trained 
SVM.  

An example of four different cluster scatter dia-
grams is shown in Figure 3.  

Figure 3: SVM-projected clusters, 200 ms, and four chan-
nels, WPT: (a) C/S - new approach, (b) L/P - new ap-
proach, (c) C/S - Englehart, (d) L/P – Englehart. 
 

The results suggest clear advantage of our novel 
method over the Englehart’s approaches mainly due 
to the moments used for dimensionality reduction, 
instead of applying PCA. In addition, the application 
of log transformation on features has helped consid-
erably. Our WPT novel method seems to behave 
better at classifying the 200 ms sequences. This is 
due to the WPT basis selection, which better charac-
terizes the frequency structure of the transient signals.

Table 2: Hotelling distances (C/S). 
  

New approach Englehart 

WT WPT 

Sig. 
length 
/chnls C4 S5 C4 S5 

DWT 
C4 

WPT 
S5 

200/1 75 61 109 97 49  13 
200/4 352 466 424 421 201  73 
400/1 92 79 96 79 480 45 
400/4 366 570 535 488 295 100 

 
 

Table 3: Hotelling distances (L/P). 
 

New approach Englehart 
DWT WPT 

Sig. 
length 
/chnls C4 S5 C4 S5 

DWT 
C4 

WPT 
S5 

200/1 33 65 44 100 362 11 
200/4 289 3462 1724 723 756 107 
400/1 178 166 233 262 118 60 
400/4 560 24680 1472 718 2388 168 

 

Figure 2: Hotelling distances versus number of moments 
for WPT: (a) 200 ms, single channel, (b) 200ms, four 
channels, (c) 400 ms, single channel, (d) 400 ms, four 
channels (C/S grasps – lower bars, L/P grasps upper bar. 
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Table 4: Classification hit rates in %  (C/S). 
 

New approach Englehart 
WT WPT 

Sig. 
length 
/chnls CO4 SY5 CO4 SY5 

DWT 
C4 

WPT 
S5 

200/1 75.0  76.7   79.2  79.2  60.8  62.5 
200/4 90.0 94.2  94.2 95.0 86.7 88.3  
400/1 80.8  80.0   80.8   77.5  60.8 59.2 
400/4 99.2  96. 7  98.3  97.5  88.3 93.3 

  Table 5: Classification hit rates in %  (L/P). 
 

New approach Englehart 
WT WPT 

Sig. 
length 
/chnls CO4 SY5 CO4 SY5 

WT WPT 

200/1 73.3  81.7   81.7   83.3  56.7 53.3  
200/4 91.7  96.7  90.0  98.3  80.0 93.3  
400/1 96.7  95.0   93.3  91.7  56.7 63.3 
400/4 99.9   99.9   99.9  99.9  88.3 95.0 

11 CONCLUSIONS 

A new approach of wavelet-based feature extraction 
from temporal signals has been proposed. The ap-
proach extends the Englehart’s discrete wavelet 
transform and wavelet packet transform by subject-
ing the two-scale, three-sequence wavelet coeffi-
cients to temporal moment computation. This has 
helped reduce significantly the dimensionality of the 
resulting feature vectors without loosing the essen-
tial information in the original patterns. It was found 
experimentally that first five raw moments represent 
a good compromise. The new methods are applied to 
prehensile EMG signals of various lengths and vari-
ous amounts of input signals (surface EMG chan-
nels) and compared to the best approaches of Engle-
hart, on the same set of signals. For the comparison 
are used two quantitative measures: Hotelling statis-
tic and classification hit rates. The classifier applied 
to the extracted features was linear support vector 
machine, which has exceptionally good performance 
in case of large feature spaces and fewer training 
samples. The results have shown superior perform-
ance of the new approach. A brief complexity analy-
sis also shows that the new approach is more effi-
cient time wise. 
      Although the methodology was demonstrated on 
EMG signals, we believe the methodology can 
equally successfully be applied to other temporal 
signals. 
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